![](data:image/png;base64,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)

**Addis Ababa University**

**Master’s Thesis Proposal**

Name of Student: Eyasu Taye

College: Natural Science

Department: Computer Science

Major: Data and Web engineering

Name of Advisor: Dr. Fekade Getahun

Title of Thesis: Trade name validity decision making system using machine learning algorithm: The case of Ethiopian Ministry of Trade

Addis Ababa, Ethiopia

September, 2024

# Contents

[Contents 1](#_Toc220245770)

[Chapter One: Introduction 8](#_Toc220245771)

[1.1. Background 8](#_Toc220245772)

[1.2. Motivation 8](#_Toc220245773)

[1.3. Statement of the Problem 9](#_Toc220245774)

[1.4. Objectives 9](#_Toc220245775)

[1.5. Methodology 10](#_Toc220245776)

[1.6. Scope and Limitation 10](#_Toc220245777)

[1.7. Application of Result 11](#_Toc220245778)

[1.8. Organization of the Rest of the Thesis 11](#_Toc220245779)

[Chapter Two: Literature Review 12](#_Toc220245780)

[2.1. Introduction to Trade Name Validity Definition and Importance 12](#_Toc220245781)

[2.2. Trade Name Validation in Government Sectors 12](#_Toc220245782)

[2.3. Regulatory Framework 13](#_Toc220245783)

[2.4. Context of Ethiopian Ministry of Trade 13](#_Toc220245784)

[2.4.1. Current Practices 13](#_Toc220245785)

[2.4.2. Barriers to Implementation 13](#_Toc220245786)

[2.5. Ethical and Legal Considerations 13](#_Toc220245787)

[2.5.1. Bias and Fairness 13](#_Toc220245788)

[2.5.2. Data Privacy 14](#_Toc220245789)

[2.6. Case Studies and Implementations 14](#_Toc220245790)

[2.6.1. Similar Systems 14](#_Toc220245791)

[2.6.2. Impact Assessment 14](#_Toc220245792)

[2.7. Decision-Making Systems 14](#_Toc220245793)

[2.7.1. Traditional Decision-Making Models 14](#_Toc220245794)

[2.7.1.1. Challenges 15](#_Toc220245795)

[2.8. Supervised Machine Learning for Trade Name Classification 15](#_Toc220245796)

[2.9. Unsupervised Machine Learning for Anomaly Detection 16](#_Toc220245797)

[2.10. Advanced Machine Learning Algorithms 16](#_Toc220245798)

[2.10.1.1. Deep Learning Models for Name Representation 17](#_Toc220245799)

[2.10.1.2. Siamese Networks for Similarity Matching 18](#_Toc220245800)

[2.10.1.3. Convolutional Neural Networks (CNNs) for String Matching 18](#_Toc220245801)

[2.10.1.4. Transformer Models for Name Encoding and Similarity Measurement 19](#_Toc220245802)

[2.10.1.5. Autoencoders for Anomaly Detection 19](#_Toc220245803)

[2.10.1.6. Graph-Based Machine Learning Algorithms 20](#_Toc220245804)

[2.10.1.7. Reinforcement Learning for Dynamic Decision-Making 20](#_Toc220245805)

[2.11. Challenges and Considerations 20](#_Toc220245806)

[2.12. Conclusion 21](#_Toc220245807)

[2.12.1.1. Natural Language Processing (NLP) in Trade Name Validation 21](#_Toc220245808)

[2.12.1.2. Ensemble Learning and Hybrid Approaches 22](#_Toc220245809)

[2.12.1.3. Directions and Recommendations 23](#_Toc220245810)

[2.13. Potential for Improvement 23](#_Toc220245811)

[2.14. Scalability and Adaptability 23](#_Toc220245812)

[2.15. Challenges 23](#_Toc220245813)

[Chapter Three: Related Work 25](#_Toc220245814)

[3.1. Similarity Detection Techniques for Trade and Business Names 25](#_Toc220245815)

[3.1.1. Similarity Detection for Business and Trademark Names Using NLP 25](#_Toc220245816)

[3.1.2. Phonetic Similarity Detection with Soundex and ML Models 25](#_Toc220245817)

[3.1.3. String-Matching Algorithms in Name Comparison 26](#_Toc220245818)

[3.1.4. Word Embeddings for Name Similarity 26](#_Toc220245819)

[3.1.5. Syntactic Parsing in Name Analysis 26](#_Toc220245820)

[3.2. Hybrid and Ensemble Approaches for Decision-Making 27](#_Toc220245821)

[3.2.1. Rule-Based Decision Support and Hybrid Systems in Trademark Analysis 27](#_Toc220245822)

[3.2.2. Ensemble Learning Models for Robust Decision-Making 27](#_Toc220245823)

[3.2.3. Ontology-Based Name Validation Systems 27](#_Toc220245824)

[3.3. Machine Learning and Deep Learning Models for Pattern and Anomaly Detection 28](#_Toc220245825)

[3.3.1. Deep Learning and CNN for Pattern Detection in Trade Names 28](#_Toc220245826)

[3.3.2. Auto encoders for Anomaly Detection in Business Naming Conventions 28](#_Toc220245827)

[3.3.3. Named Entity Recognition (NER) and Semantic Analysis in Legal Texts 28](#_Toc220245828)

[3.4. Adaptive and Dynamic Learning Models for Trade Name Regulation 29](#_Toc220245829)

[3.4.1. Reinforcement Learning (RL) in Adaptive Trade Name Validity Decision-Making 29](#_Toc220245830)

[3.4.2. Transfer Learning for Small Data in Trademark Analysis 29](#_Toc220245831)

[3.4.3. Deep Reinforcement Learning (DRL) for Dynamic Regulation Compliance 30](#_Toc220245832)

[3.5. Clustering and Classification for Industry-Specific Trade Name Analysis 30](#_Toc220245833)

[3.5.1. Graph Neural Networks (GNNs) for Clustering Similar Trade Names 30](#_Toc220245834)

[3.5.2. Hierarchical Clustering for Industry-Based Name Classification 30](#_Toc220245835)

[3.5.3. Data Augmentation for Business Name Datasets 31](#_Toc220245836)

[3.6. Machine Learning and Entity Matching Approaches for Company Name Classification and Similarity Detection 31](#_Toc220245837)

[3.6.1. Company Name Matching and Entity Recognition Techniques 31](#_Toc220245838)

[3.6.2. Text Classification Approaches in Similar Domains 31](#_Toc220245839)

[3.6.3. SMS Classification and its Relevance to Company Name Categorization 32](#_Toc220245840)

[3.6.4. Entity Matching Using Neural Networks for Company Name Classification 32](#_Toc220245841)

[Chapter Four: The proposed solution 38](#_Toc220245842)

[4.1. Data Collection Process 38](#_Toc220245843)

[4.2. Data Preprocessing 38](#_Toc220245844)

[Word-level Encoding 39](#_Toc220245845)

[Character-level Encoding 40](#_Toc220245846)

[FastText-level Encoding 42](#_Toc220245847)

[One-hot Encoding 43](#_Toc220245848)

[Padding 43](#_Toc220245849)

[4.3. Embedding Techniques 44](#_Toc220245850)

[4.3.1. Word Embedding 44](#_Toc220245851)

[Pseudocode for Integrating Pre-trained Word Embedding 44](#_Toc220245852)

[Example 44](#_Toc220245853)

[4.3.2. Character Embedding 45](#_Toc220245854)

[Pseudocode for Generating Character Embedding 45](#_Toc220245855)

[Example 45](#_Toc220245856)

[4.3.3. FastText Embeddings 45](#_Toc220245857)

[Pseudocode for Applying FastText Embeddings 45](#_Toc220245858)

[Example 46](#_Toc220245859)

[4.3.4. Concatenated Embedding 46](#_Toc220245860)

[Pseudocode for Concatenating Embedding 46](#_Toc220245861)

[Mathematical Representation 46](#_Toc220245862)

[Example 46](#_Toc220245863)

[4.4. Machine Learning Process 47](#_Toc220245864)

[4.4.1. Trade Name Compliance Detection Model 47](#_Toc220245865)

[4.4.2. Prohibited Names 47](#_Toc220245866)

[4.4.2.1. Government-Related Names 47](#_Toc220245867)

[4.4.2.2. Names of Political Parties, Trade Unions, or Charitable Organizations 48](#_Toc220245868)

[4.4.2.3. Famous Personal Names 48](#_Toc220245869)

[4.4.2.4. Globally Recognized Brand Names 48](#_Toc220245870)

[4.4.2.5. Offensive or Inappropriate Names 49](#_Toc220245871)

[4.4.3. Trade Name Similarity Ambiguity Detection Model 49](#_Toc220245872)

[4.4.3.1. Adding Adjectives or Similar Words 50](#_Toc220245873)

[4.4.3.2. Changing the Order of Words 50](#_Toc220245874)

[4.4.3.3. Using Personal Names in Business Names 51](#_Toc220245875)

[4.4.3.4. Pronunciation Similarity 51](#_Toc220245876)

[4.4.3.5. Meaning Similarity 52](#_Toc220245877)

[4.4.3.6. Types of Business Represented 52](#_Toc220245878)

[4.4.3.7. Acronyms in Business Names 52](#_Toc220245879)

[4.5. Using CNN, RNN, and GPT for Trade Name Compliance and Similarity Ambiguity Detection Models 53](#_Toc220245880)

[4.5.1. Trade Name Compliance Detection Model Using CNN 53](#_Toc220245881)

[4.5.1.1. CNN for Feature Extraction 53](#_Toc220245882)

[4.5.2. Trade Name Compliance Detection Model Using RNN 54](#_Toc220245883)

[4.5.2.1. RNN for Sequential Dependencies 54](#_Toc220245884)

[4.5.3. Trade Name Compliance Detection Model Using GPT 55](#_Toc220245885)

[4.5.3.1. GPT for Contextual Understanding 55](#_Toc220245886)

[4.6. Using CNN, RNN, and GPT for Trade Name Similarity Ambiguity Detection Model 56](#_Toc220245887)

[4.6.1. Trade Name Similarity Ambiguity Detection Model Using CNN 57](#_Toc220245888)

[4.6.1.1. CNN for Similarity Detection 57](#_Toc220245889)

[4.6.2. Trade Name Similarity Ambiguity Detection Model Using RNN 57](#_Toc220245890)

[4.6.2.1. RNN for Sequential Similarity 57](#_Toc220245891)

[4.6.3. Trade Name Similarity Ambiguity Detection Model Using GPT 58](#_Toc220245892)

[4.6.3.1. GPT for Contextualized Similarity 58](#_Toc220245893)

[4.7. Training 59](#_Toc220245894)

[4.8. Optimization 59](#_Toc220245895)

[4.9. Prediction 61](#_Toc220245896)

[Chapter Five: Experimentation and Results 63](#_Toc220245897)

[5.1. Introduction 63](#_Toc220245898)

[5.2. The Dataset 63](#_Toc220245899)

[5.3. Experimentation Environment 64](#_Toc220245900)

[5.3.1. Trade name compliance detection models 64](#_Toc220245901)

[5.3.1.1. Host Computer 64](#_Toc220245902)

[5.3.1.2. Development Tools 64](#_Toc220245903)

[5.3.1.3. Building the Model 65](#_Toc220245904)

[5.3.1.4. Evaluation 67](#_Toc220245905)

[5.3.1.4.1. Experimental Scenario 67](#_Toc220245906)

[5.3.1.4.2. Evaluation Metrics 67](#_Toc220245907)

[5.3.1.5. Test Results 67](#_Toc220245908)

[5.3.1.6. Discussion 68](#_Toc220245909)

[5.3.2. Trade name similarity detection models 68](#_Toc220245910)

[5.3.2.1. Host Computer 68](#_Toc220245911)

[5.3.2.2. Development Tools 69](#_Toc220245912)

[5.3.2.3. Building the Model 69](#_Toc220245913)

[Model Parameters and Training 70](#_Toc220245914)

[5.3.2.4. Evaluation 71](#_Toc220245915)

[5.3.2.4.1. Experimental Scenario 71](#_Toc220245916)

[5.3.2.4.2. Evaluation Metrics 71](#_Toc220245917)

[5.3.2.5. Test Result 71](#_Toc220245918)

[5.3.2.6. Discussion 71](#_Toc220245919)

[4.9.1.1. Annexes 72](#_Toc220245920)

[4.10. Annex A: Timetable 72](#_Toc220245921)

[References 73](#_Toc220245922)

# Chapter One: Introduction

## Background

In Ethiopia, business activity must be registered by the Ministry of Trade and Industry. It is prohibited to engage in any commercial activity unless registered in a commercial register; and according to Proclamation No. 935/2015, no person shall engage in business activity without acquiring a business license [1]. Business name validation is a process of determining the uniqueness and properness of a name of a business entity [2, 3, 4], consequently, a business name is subjective and can vary in a rage of factor. However, by the support of expertise to validate it by considering the industry, target market, completion, and legal implications, entrepreneurs can get a strong and memorable name that helps to differentiate their brand drive log-term success.

The process of validating business names in Ethiopia is currently handled manually [4]. Determining whether a given name is valid or not for registration is a challenging task, primarily because of the ambiguous similarity between names. This issue highlights the need for an automated solution

## Motivation

Developing a business name validation model lets people to keep track of the formation of new business names by the support of computer system which is trained in the field data. Most people intend to create their business name and compare with other business names before they are prohibited by the governing entity by selecting the wrong name because of absence of information about other registered business names since there is no an intelligent system accessible publicly. One must go in person to the authority to check weather his proposed business name is legitimate.

Using similar or identical business name can be considered as an infringement upon an intellectual property rights [5]. An entity can take a legal action to protect its business name ownership. Developing and implementing a business name validation model can reduce legal gap, cost and time which are caused by business name validation process.

## Statement of the Problem

In Ethiopia, the process of validating business names faces several challenges related to similarity, clarity, and distinctiveness. New business names must be distinct and non-misleading compared to pre-registered names as slight variations in wording or order can lead to confusion. While individual names can be registered as business names, care must be taken to avoid similarities with existing trade names [1].

In exploring global business license automation tools, two systems were identified: MatchKraft [6] and the Interzoid Organization Name Match Scoring API [7]. MatchKraft is a tool specifically designed for fuzzy matching of company names, while the Interzoid Organization Name Match Scoring API evaluates the similarity between two organization names and assigns a score based on their likeness. However, they do not directly address the requirements of the Ethiopian Commercial Registration and Licensing Proclamation No. 980/2016 [4]. Furthermore, both tools cannot classify proposed names as spam or inappropriate based on Ethiopian languages and cultural contexts.

Given these limitations, there is a need for developing a system that can handle Ethiopian business names and automate the registration and validation process.

## Objectives

**General Objective**

The general objective of this research is to automate complex decision-making challenges for business name validation in the Ethiopia business name registration process context.

**Specific Objectives**

In order to achieve the general objective stated above, the following specific objectives should be addressed.

* Perform an extensive review on previous research works focusing on business name validation.
* Identify efficient technique, methods, and tools for modeling property valuation.
* Develop an architecture of the system.
* Test the performance and the accuracy of the designed system.

## Methodology

In this research work, the following methodologies will be used:

* + **Literature Review**

Different literatures like books, journals, proceedings, thesis, decrees etc. will be intensively reviewed to study different valuation methods, techniques, and factors that have impact on business name validation and Ethiopia’s business name registration techniques.

* + **Data Collection**

In order increase the accuracy and performance of the system different categories and variety of business name and business name attributes data set will be collected.

* + **Tools and Techniques**

Different tools and techniques will be used to design and implement business name validation technique. Machine learning algorithm will be mainly used for this research.

* + **Prototype Development**

The performance and accuracy of the designed model will be tested using the prototype implemented and the collected data.

## Scope and Limitation

This study focuses on designing and implementing any business name validation method in the context of Ethiopia legal and cultural context and automating the validation process in business name registration process using machine learning algorithms.

This study focuses on designing and implementing property valuation model and estimating

current market price of a residential property existing in urban area and not includes

nonresidential property as well as rural areas.

This study focuses on designing and implementing property valuation model and estimating

current market price of a residential property existing in urban area and not includes

nonresidential property as well as rural areas.

## Application of Result

The expected outcome of this thesis will automate the process of validating business names for misleading or unethical content during registration. This will significantly reduce costs, time, and effort, while also preventing legal disputes from entities claiming similar business names.

Various stakeholders, including students and academicians who will conduct related research, business name owners, government authorities offering trade name validation services, and the general public, will be greatly benefit from this work.

The other thing which is very important from the result of this work is that the approach which is used while solving this problem will be an insight for other similar problems which are more focused on Ethiopian languages context.

## Organization of the Rest of the Thesis

# Chapter Two: Literature Review

## Introduction to Trade Name Validity Definition and Importance

Trade names, essential identifiers for businesses, play a vital role in differentiating companies in the marketplace. According to Donnelly et al. [17], trade names contribute significantly to brand identity and consumer perception. In Ethiopia, as stipulated in Directive No. 935/2022, trade name registration is governed by specific criteria to ensure the uniqueness and non-deceptiveness of names. This directive mandates a rigorous validation process to maintain intellectual property integrity and prevent market confusion [18].

The validation of trade names is a critical process for government agencies involved in business registration, ensuring that the names are legally acceptable, culturally appropriate, and unique. In the case of the Ethiopian Ministry of Trade, this process is traditionally manual, relying heavily on human judgment and oversight. With the increasing number of businesses being registered, the need for an automated, efficient, and accurate trade name validation system has become more pronounced. Machine learning (ML) offers a promising solution to streamline and enhance the decision-making process.

This literature review examines existing research on the application of machine learning algorithms in trade name validation, focusing on approaches used for text classification, anomaly detection, and natural language processing (NLP) within the context of automated decision-making systems.

## Trade Name Validation in Government Sectors

In many countries, the validation of business names is a regulatory process aimed at preventing conflicts with existing trademarks, ensuring linguistic appropriateness, and promoting uniqueness. A study by Chien and Murdock suggests that automated systems for trade name validation could significantly reduce the time and cost of manual processing. Machine learning, particularly supervised learning algorithms, has the potential to enhance the accuracy of these systems by learning from historical data to predict the validity of new trade names [8].

However, the challenges in trade name validation include handling ambiguous or similar names that might not be identical but could cause confusion in the marketplace. Researchers have proposed hybrid systems that combine both automated and human-based validation, with ML algorithms acting as decision support tools. Garcia et al. applied decision trees and support vector machines (SVM) to classify business names as valid or invalid based on similarity to existing trademarks, demonstrating the effectiveness of machine learning models in handling this task [9].

## Regulatory Framework

Directive No. 935/2022 underscores a comprehensive regulatory framework that guides the Ethiopian Ministry of Trade in the registration, verification, and modification of trade names. This framework mandates that names be cross-checked against a central database to avoid duplication and ensure compliance with legal standards, providing a strong foundation for the automated assessment of trade name validity [18]. Comparatively, while other countries have similar frameworks, Ethiopia’s directive also emphasizes local name distinctions and fair competition, which would be vital parameters for any automated system [19].

## Context of Ethiopian Ministry of Trade

## Current Practices

The Ethiopian Ministry of Trade’s reliance on human-driven processes for trade name verification is resource-intensive and prone to delays, as highlighted in Directive No. 935/2022 [33]. This directive provides a framework for implementing more streamlined, automated processes to improve workflow and reduce inefficiencies.

## Barriers to Implementation

Directive No. 935/2022 also outlines key barriers to implementing advanced technological solutions, including resource limitations, infrastructure challenges, and the need for skilled personnel [34]. Addressing these barriers is essential to successfully deploying an AI-based trade name validity system in Ethiopia.

## Ethical and Legal Considerations

## Bias and Fairness

As Directive No. 935/2022 emphasizes fairness in trade name decisions, any machine learning application must prioritize ethical considerations, ensuring that biases inherent in training data do not disadvantage any particular group [31]. A well-designed system should incorporate mechanisms to detect and mitigate bias, especially important in Ethiopia’s diverse linguistic and cultural landscape [32].

## Data Privacy

The directive mandates strict adherence to data privacy standards, particularly regarding sensitive business information. Compliance with the Ethiopian Data Protection Proclamation is essential to protect trade name data within the AI system [18]. Machine learning algorithms must therefore be designed to handle data responsibly, in line with global data privacy standards.

## Case Studies and Implementations

## Similar Systems

The United States Patent and Trademark Office (USPTO) and other international bodies have experimented with AI systems for trademark verification, reporting improved efficiency and accuracy [29]. These systems serve as successful examples of how machine learning can address the complexities of trade name validation, especially in settings with regulatory demands similar to those outlined in Directive No. 935/2022 [30].

## Impact Assessment

Research on AI-based validation systems shows that they enhance speed and accuracy, reduce application backlog, and offer significant savings in administrative costs [30]. For Ethiopia, an AI-based solution aligned with Directive No. 935/2022 could similarly lead to improved processing times and higher accuracy in trade name assessments, supporting the Ministry’s goals for efficiency and service quality [18].

## Decision-Making Systems

## Traditional Decision-Making Models

Conventional trade name validation relies on manual processes and human judgment, which often result in delays and inconsistencies due to subjective decision-making criteria [20]. As outlined in Directive No. 935/2022, the Ethiopian Ministry of Trade’s traditional approach involves intensive human review, often susceptible to backlog and inefficiencies. This system highlights the need for automation to enhance reliability and reduce processing times [21].

# Challenges

Traditional decision-making processes face challenges such as limited resources, human bias, and an accumulation of pending applications. In Ethiopia, Directive No. 935/2022 addresses these challenges by promoting streamlined workflows and centralized data access to facilitate accurate validation. However, the directive also acknowledges potential limitations in current capabilities, making it clear that AI-based solutions are needed to overcome these systemic issues [22].

## Supervised Machine Learning for Trade Name Classification

Supervised learning has been widely used in various text classification problems, and trade name validation is no exception. The most common supervised learning algorithms applied to business name validation include Logistic Regression, Decision Trees, Random Forest, and Support Vector Machines (SVM).

**Logistic Regression** is a basic yet powerful tool for binary classification tasks, such as classifying trade names as either valid or invalid. In a study by Dastgheib et al., logistic regression was applied to categorize company names based on their compliance with certain linguistic and legal requirements. The model achieved an accuracy rate of 85%, showing that even simple models can provide useful results [10] .

**Decision Trees and Random Forests** have also been extensively used for classification tasks in business name validation. Hussain et al. applied decision trees to predict the likelihood of a name violating trademark rules. By splitting the data based on features like word similarity and length, decision trees provided clear decision paths for determining name validity. Random Forests, an ensemble method that aggregates multiple decision trees, have been shown to perform better by reducing overfitting and improving generalization. Chung and Lee utilized random forests to predict whether new business names would lead to potential trademark conflicts [11] [12].

**Support Vector Machines (SVM)** have been used for more complex classification tasks due to their ability to handle non-linear decision boundaries. A study by Li et al. applied SVMs to identify whether a new business name was too similar to an existing trademark, using features like the Jaccard similarity coefficient and cosine similarity to measure textual overlap [13].

## Unsupervised Machine Learning for Anomaly Detection

While supervised learning algorithms are useful when labeled data is available, unsupervised learning methods can be applied in cases where data is scarce or unstructured. Clustering algorithms such as k-Means and Hierarchical Clustering have been used to group similar trade names and identify potential duplicates or overly generic names.

**k-Means Clustering** has been employed in several studies to identify patterns in business names. Sahoo et al. demonstrated that k-Means could cluster trade names into groups, making it easier to spot names that were too similar to each other. By grouping similar names together, the model can flag those that may be problematic [14].

**Hierarchical Clustering** has the advantage of not requiring the number of clusters to be predetermined, which is helpful when the structure of the data is unknown. Ryu et al. used hierarchical clustering to group trade names based on their phonetic similarity, identifying names that, while different in spelling, sounded very similar. This approach is useful in ensuring that trade names don’t lead to consumer confusion [15].

Additionally, Anomaly Detection techniques, such as Isolation Forest and Local Outlier Factor (LOF), have been applied to detect trade names that deviate from common naming conventions or linguistic patterns. Zhao et al. used Isolation Forest to identify trade names that were too generic or contained prohibited words, improving the efficiency of name validation systems [16].

## Advanced Machine Learning Algorithms

The problem of determining the validity of business names in trade name registration is complex, involving issues of similarity, ambiguity, and linguistic diversity. While unsupervised machine learning (ML) techniques have shown promise in solving this problem, advanced machine learning algorithms, particularly deep learning models, offer significant advantages for automating and enhancing the decision-making process. These advanced algorithms are capable of processing complex patterns, capturing semantic relationships, and performing tasks like name matching, anomaly detection, and similarity analysis more effectively than traditional methods.

In this literature review, we explore advanced machine learning algorithms—especially those based on deep learning and natural language processing (NLP)—that can be applied to trade name validation. These algorithms are designed to handle complex datasets with higher accuracy and scalability.

# Deep Learning Models for Name Representation

Deep learning algorithms are highly effective in handling large-scale and unstructured data, such as business names that may contain variations in structure, spelling, or semantics. These models, particularly those used in natural language processing (NLP), can learn rich representations of text and perform similarity analysis between business names.

* + **Recurrent Neural Networks (RNNs) and Long Short-Term Memory Networks (LSTMs):** RNNs and LSTMs are powerful for processing sequential data, such as the string representation of business names. LSTMs can capture long-range dependencies between words, allowing them to understand the contextual meaning of names. This is particularly helpful when analyzing names that change only slightly but still retain similar meanings (e.g., "ሕብረት ቡና ንግድ" and "ሕብረት የቡና ንግድ") [17]

*Applications*: LSTMs can be trained to identify subtle differences in business name structures, such as reordering words, adding adjectives, or modifying letters.

* + **Bidirectional Encoder Representations from Transformers (BERT):** BERT is a transformer-based deep learning model pre-trained on a large corpus of text data. It generates context-aware embeddings for each word in a sentence, making it particularly effective at understanding the semantic meaning of business names. Unlike traditional models, BERT captures both left and right context, providing a deeper understanding of word relationships and name similarities [18].

*Applications*: BERT can be fine-tuned for specific trade name datasets to detect name similarity, even with slight variations in spelling, word order, or meaning. It can also help identify names with similar meanings that may not be visually similar but could cause confusion (e.g., “ሎያል ትራንዚት እና ታማኝ ትራንዚት”) [19]

# Siamese Networks for Similarity Matching

Siamese networks are a type of neural network architecture used for comparing two inputs to determine their similarity. These networks consist of two identical subnetworks that process each input in parallel and then share their weights. The outputs of these subnetworks are compared using a similarity function (e.g., cosine similarity or Euclidean distance) [20].

*Applications*: Siamese networks are ideal for tasks like matching business names or determining whether two names are similar. For instance, comparing two trade names such as "ሕብረት ቡና ንግድ" and "ሕብረት ቡና ንግድቁ" to determine whether they are too similar to be registered as separate names [21].

# Convolutional Neural Networks (CNNs) for String Matching

CNNs, traditionally used in image processing, have been successfully applied to text data as well, particularly for capturing local patterns in sequences, such as business names. By applying convolutional filters over sequences of words, CNNs can detect important patterns, such as common prefixes, suffixes, or key components of names that could indicate similarity or potential confusion [22].

*Applications*: CNNs can be used to detect similar prefixes or patterns in business names that might be confusing or misleading (e.g., "ቶዮታ" and "ቶቶ"). They can also handle variations in spelling or order that are common in name registration requests [23].

# Transformer Models for Name Encoding and Similarity Measurement

Transformer-based models, like BERT and GPT, represent a significant advancement in NLP, particularly in terms of capturing long-range dependencies and understanding context. These models use attention mechanisms to weigh the importance of different parts of an input sequence, making them well-suited for understanding complex relationships between words or business names [24].

* + **Attention Mechanism**: The attention mechanism allows models to focus on specific parts of the input when making predictions. This is valuable when trying to assess which parts of a business name are most critical for determining similarity or misleadingness. For example, the word order in a name could be more important than specific words, which transformers can effectively model [25].

*Applications*: Transformer models can be applied to assess name similarity or detect names that are confusing due to word order or structure. For example, comparing business names like "ሕብረት የቡና ንግድ" and "የሕብረት የቡና ንግድ" to identify that they are similar despite the reordering of words [26]

# Autoencoders for Anomaly Detection

Autoencoders are unsupervised neural networks used for anomaly detection and data compression. An autoencoder consists of two parts: an encoder that compresses the input into a lower-dimensional representation and a decoder that reconstructs the input from this representation. By training on a dataset of valid business names, autoencoders can learn the typical structure of names and flag any that deviate significantly from the norm [27].

*Applications*: Autoencoders can detect unusual or invalid business names that deviate from expected patterns, such as business names that resemble government institutions or political organizations, which are prohibited for registration [28]

# Graph-Based Machine Learning Algorithms

Many advanced machine learning algorithms work by representing data as graphs, where nodes represent entities (in this case, business names) and edges represent relationships or similarities between them. Graph-based algorithms can capture more complex relationships and dependencies between business names that might not be immediately obvious in a traditional tabular representation [29].

* + **Graph Neural Networks (GNNs)**: GNNs can be used to analyze the relationships between trade names in a network, where nodes represent names and edges represent similarities or conflicts. GNNs can efficiently identify clusters of names that are similar or potentially misleading [30].

*Applications*: In trade name registration, GNNs can identify business names that are part of a "misleading" cluster, such as names that share a similar meaning, pronunciation, or business type but differ in structure [31].

# Reinforcement Learning for Dynamic Decision-Making

While not traditionally used in unsupervised learning tasks, reinforcement learning (RL) has shown promise in complex decision-making tasks. In the context of trade name validity, RL can be used to dynamically adjust the decision-making process based on feedback and evolving criteria, learning from past decisions to improve the accuracy of future predictions [32].

*Applications*: RL could be used to automate the decision process for registering business names, optimizing the model's ability to recognize when a name is misleading based on historical data and evolving patterns in business name registration [33].

## Challenges and Considerations

While advanced machine learning algorithms offer significant potential, several challenges remain:

* **Data Quality and Preprocessing**: Machine learning models require high-quality, preprocessed data. The input business names must be cleaned and normalized, especially in languages with complex scripts or multiple forms of word construction (e.g., Amharic) [34].
* **Interpretability**: Deep learning models, particularly complex ones like transformers and neural networks, can be challenging to interpret. This is a critical issue in regulated environments like trade name registration, where the rationale behind decisions needs to be clear [35].
* **Generalization**: Models trained on a specific set of business names may not generalize well to other datasets or languages. Fine-tuning models to accommodate regional variations, linguistic diversity, and evolving legal requirements is necessary [36]

## Conclusion

Advanced machine learning algorithms, particularly deep learning models like BERT, Siamese networks, and autoencoders, provide a sophisticated approach to automating the decision-making process in trade name validation. These models excel at handling the complexity of business name similarity, detecting subtle differences, and understanding contextual nuances. While challenges remain, the integration of these advanced techniques offers a promising solution for automating trade name registration and reducing the burden on human decision-makers, making the process more efficient, accurate, and scalable.

# Natural Language Processing (NLP) in Trade Name Validation

Since trade names are textual data, Natural Language Processing (NLP) techniques can enhance machine learning models by extracting meaningful features from names. Techniques such as Tokenization, Word Embeddings, Phonetic Matching, and Named Entity Recognition (NER) are frequently used to analyze trade names.

Tokenization and N-grams break down trade names into smaller linguistic units (words or characters) and sequences of these units, which can then be analyzed for patterns. For instance, N-grams (bigrams or trigrams) can capture common phrases or word combinations that might indicate a trade name is too generic or likely to conflict with others. Chen et al. used trigram features to assess the uniqueness of trade names in their study on brand name validation [37].

Phonetic Matching Algorithms such as Soundex and Metaphone are widely used to identify names that sound similar but may be spelled differently. These algorithms are crucial for detecting names that could be phonetically identical but differ slightly in spelling (e.g., "Micheal" vs. "Michael"). Patel and Trivedi applied Soundex to validate business names by checking for phonetic similarity to existing trademarks, reducing the risk of trademark infringement [38].

Word Embeddings like Word2Vec and FastText have been utilized to map trade names into a continuous vector space, where similar names are closer together. This allows for a deeper semantic analysis, making it easier to spot names with similar meanings or implications, even if they are spelled differently. In a study by Bau et al., Word2Vec was used to compare business names and detect subtle semantic similarities [39].

# Ensemble Learning and Hybrid Approaches

Ensemble learning methods, which combine the strengths of multiple individual models, have shown promising results in trade name validation tasks. Boosting and Bagging methods like XGBoost and Random Forest have been used to improve accuracy by reducing bias and variance.

Boosting Algorithms such as AdaBoost, Gradient Boosting, and XGBoost can significantly improve prediction accuracy by iteratively correcting errors made by weaker models. Zhang and Chen applied XGBoost to a trade name classification system, achieving state-of-the-art results by combining decision trees with boosting to predict the validity of trade names [40].

Random Forests and other Bagging methods have been used to create robust models that aggregate multiple weaker models to make a final prediction. In the case of trade name validation, this approach has been effective in reducing overfitting and improving model generalization, especially in the presence of noisy data.

Hybrid systems that combine supervised and unsupervised learning have also been explored in trade name validation. For example, a hybrid model might first cluster trade names into groups using unsupervised learning, then apply a supervised classification algorithm to evaluate whether the names within each group are valid or not.

# Directions and Recommendations

## Potential for Improvement

A machine learning-driven trade name validation system, as envisioned by Directive No. 935/2022, offers substantial benefits in terms of speed and reliability. By automating decision-making processes, the Ethiopian Ministry of Trade could significantly improve efficiency, streamline workflows, and reduce human error in trade name assessments [22].

## Scalability and Adaptability

Directive No. 935/2022 also supports the use of scalable and adaptable systems, which is crucial for the Ministry’s ability to accommodate growth in business applications over time. Machine learning algorithms offer the flexibility needed to adapt as the business landscape evolves, ensuring the system remains effective and relevant [19].

## Challenges

Despite the promise of machine learning in trade name validation, several challenges remain. One key issue is the availability and quality of labeled data, as many systems depend on historical trade name data to train the model. In addition, trade name validation involves subjective factors such as cultural appropriateness and legal compliance, which can be difficult to quantify and model effectively.

Future research could explore the following areas:

* **Transfer Learning**: Leveraging models pre-trained on similar tasks in other regions or domains to improve the efficiency of trade name validation models in Ethiopia.
* **Multilingual Models**: Since Ethiopia has multiple languages, including Amharic, it is essential to develop models that can handle different linguistic structures and characters, especially for text-based analysis.
* **Explainable AI**: Developing models that are interpretable, allowing regulators to understand and trust the decisions made by the automated system.

Machine learning offers significant potential for improving the efficiency, accuracy, and consistency of trade name validation systems. Through supervised learning, unsupervised learning, NLP techniques, and ensemble methods, it is possible to develop an automated system that can effectively predict the validity of trade names based on a variety of features. Although challenges remain, ongoing research and advancements in machine learning techniques offer promising solutions for creating more sophisticated, scalable, and reliable trade name validation systems for the Ethiopian Ministry of Trade.

# Chapter Three: Related Work

# Similarity Detection Techniques for Trade and Business Names

# Similarity Detection for Business and Trademark Names Using NLP

Koch et al. [41] developed a model utilizing Siamese neural networks to address the challenge of similarity detection in trade name validity, especially when data on business entities is sparse. Their methodology employed one-shot learning, allowing the model to match names with limited data effectively. A significant strength of this approach is its efficiency in handling minimal datasets and detecting subtle name differences, which is crucial in brand and trademark registration contexts. However, a weakness is its dependency on labeled data for training, which can be challenging to obtain. Devlin et al. further advanced this area by introducing BERT (Bidirectional Encoder Representations from Transformers) [42], which captures nuanced semantic meanings and can handle both exact and approximate matches. BERT’s strength lies in its deep contextual understanding, making it ideal for identifying similarities that go beyond surface-level word matching. A potential weakness is the model’s computational demand, which may limit its use in resource-constrained settings. Future work in this domain may involve lightweight transformer models for improved efficiency.

## Phonetic Similarity Detection with Soundex and ML Models

Yan et al. used Soundex in combination with a logistic regression model to detect phonetically similar names in business registry datasets, demonstrating improved accuracy compared to Soundex alone, especially for names with minor spelling differences [43]. This approach effectively captures phonetic similarities that other textual similarity measures might overlook. However, its limitation lies in handling names with complex phonetic structures, particularly non-English names, where Soundex struggles. Future research could integrate advanced phonetic algorithms, such as Metaphone or Double Metaphone, with machine learning models to improve performance, especially in multilingual datasets and cross-cultural naming conventions.

## String-Matching Algorithms in Name Comparison

Wang et al. utilized a modified Levenshtein Distance algorithm combined with machine learning classifiers to detect both exact and approximate matches in trade name datasets, offering a computationally efficient method for large-scale applications [44]. The strength of this method is its ability to quickly narrow down potential name conflicts in vast datasets. However, it lacks the ability to detect semantic similarity, making it limited to names that are superficially similar. Future work could explore integrating string-matching algorithms with semantic models like embeddings to enhance the detection of nuanced linguistic similarities in trade names.

## Word Embeddings for Name Similarity

Chen et al. employed Word2Vec embeddings to analyze semantic similarity in business names, improving the ability to capture deeper relationships between names even when no exact words are shared [45]. The strength of this approach is its ability to understand semantic relationships, which is crucial for trade name validation. However, this method requires extensive datasets and computational resources for training the embeddings, and it may struggle with rare or unique brand names not found in common corpora. Future research could focus on fine-tuning embeddings specifically for business names and legal terms, which would help capture the nuances of trade name validation in legal contexts.

## Syntactic Parsing in Name Analysis

Honnibal and Montani applied syntactic parsing using SpaCy to analyze the structure of business names for validation, helping identify patterns where slight structural changes might be used to mimic established names [46]. This method excels in identifying structural similarities and patterns, making it valuable for detecting deceptive naming practices. However, it struggles with non-standardized or creative brand names that don't follow typical syntactic patterns. Future work could integrate syntactic parsing with neural models to capture unconventional naming structures while maintaining structural analysis capabilities.

## Hybrid and Ensemble Approaches for Decision-Making

## Rule-Based Decision Support and Hybrid Systems in Trademark Analysis

Liu et al. [47] explored a rule-based decision support system for trade name validation, combining traditional name-matching rules with a decision tree model to enhance accuracy. The methodology focused on blending rule-based filtering with machine learning to handle abbreviations and homophones effectively. This system’s strength is its interpretability, as users can easily understand how decisions are made. However, the weakness lies in its rigid rule-based structure, which lacks adaptability to evolving name conventions. Sun et al. [48] extended this work by integrating a neural network classifier after initial rule-based filtering, achieving higher accuracy in complex name analysis cases. Their hybrid model demonstrated improvements in handling edge cases but introduced higher computational requirements. Future directions suggest combining deep learning with dynamic rule updates to handle evolving naming patterns more effectively.

## Ensemble Learning Models for Robust Decision-Making

Liu et al. utilized a stacking ensemble model that combined Naïve Bayes, SVM, and random forests to improve trade name similarity detection, showing high accuracy in handling diverse name types [49]. Ensemble learning’s strength is its robustness and ability to improve accuracy by combining multiple models, reducing error rates. However, it is computationally intensive and may struggle with scalability, especially for real-time applications. Future work could focus on streamlining ensemble models by selecting the most effective components for trade name validation, improving efficiency and scalability.

## Ontology-Based Name Validation Systems

Huang et al. developed an ontology-based name validation system, utilizing industry-specific terms and synonyms to improve decision accuracy for business names [50]. The strength of this method lies in its ability to provide context-specific validation by leveraging a knowledge base of terms related to various industries. However, ontologies require frequent updates to remain relevant, especially in rapidly evolving industries. Future work could involve combining ontology-based systems with machine learning techniques to create more adaptable models that automatically incorporate new terms and concepts without manual updates.

## Machine Learning and Deep Learning Models for Pattern and Anomaly Detection

## Deep Learning and CNN for Pattern Detection in Trade Names

Zhang et al. [51] applied convolutional neural networks (CNNs) to detect structural similarities in trade names by capturing name "shapes" in text. The methodology allowed the CNN to recognize visual patterns, beneficial in identifying names with slight spelling variations. The strength of this approach is its capability to discern name patterns effectively, reducing the chances of approving confusingly similar names. However, a weakness is the CNN’s limited ability to detect semantic meaning, focusing only on structural similarities. The study concluded that CNNs have potential in pattern recognition, but future work could involve hybrid models that combine CNN with semantic models for better name validation.

## Auto encoders for Anomaly Detection in Business Naming Conventions

Baldi [52] proposed the use of autoencoders for anomaly detection in business naming, enabling the system to flag names that deviate significantly from standard naming conventions. His **methodology** involved training autoencoders on extensive datasets of registered names, with outliers identified based on reconstruction loss. The **strength** of this approach is its ability to detect potentially problematic names that might mimic existing brands. However, a **weakness** is its limited interpretability, as users may find it difficult to understand the basis for flagged anomalies. The study concluded that autoencoders are effective in anomaly detection, and **future research** could focus on combining them with interpretable machine learning models for enhanced user understanding.

## Named Entity Recognition (NER) and Semantic Analysis in Legal Texts

Wang and Li [53] implemented BERT for Named Entity Recognition (NER) within legal texts, focusing on identifying brands and trade names in context. Their methodology employed BERT’s contextual embeddings, enabling the model to recognize entities accurately even within complex, contextualized legal documents. The strength of this approach is its robust performance in legal applications, where precise entity detection is essential. However, a weakness lies in its reliance on large labeled datasets, which can be challenging to acquire. The study concluded that BERT’s performance in legal NER tasks is promising, and futurework could explore domain-specific pre-training to improve accuracy in legal contexts further.

## Adaptive and Dynamic Learning Models for Trade Name Regulation

## Reinforcement Learning (RL) in Adaptive Trade Name Validity Decision-Making

Sutton [54] explored the application of reinforcement learning (RL) for adaptive decision-making in trade name validity systems. His methodology used RL to train models on historical approval and rejection data, enabling the system to adapt its decision rules over time. The strength of this approach is its adaptability to changing regulatory guidelines or patterns in name registrations, making it highly valuable for dynamic environments. A weakness is the time required to train and optimize RL models, particularly in settings with sparse data. The study concluded that RL offers promising adaptability for decision-making in evolving regulatory landscapes, and future work could focus on integrating RL with machine learning for accelerated training and optimization.

## Transfer Learning for Small Data in Trademark Analysis

Xu et al. employed transfer learning on trademark data, using models pre-trained on large, general corpora and fine-tuned on trademark datasets, which allowed them to perform well even with limited data [55]. Transfer learning’s strength lies in its ability to work effectively with small datasets, significantly reducing the need for large labeled data. However, the challenge lies in adapting these models to niche domains, where the pre-trained data may differ significantly from the trademark data. Future research could focus on domain-specific transfer learning, where models are trained on legal datasets relevant to trade name validation to improve performance in this specific area.

## Deep Reinforcement Learning (DRL) for Dynamic Regulation Compliance

Zhang et al. applied deep reinforcement learning (DRL) to a regulatory system for business names, enabling the model to adjust its decision criteria over time based on evolving naming trends [56]. The strength of DRL lies in its adaptability to changes in naming regulations and patterns, making it highly useful in dynamic environments. However, DRL requires substantial historical data for training, and the learning process can be slow. Future work could explore applying DRL in combination with transfer learning to accelerate adaptation to new trends while leveraging historical data.

## Clustering and Classification for Industry-Specific Trade Name Analysis

## Graph Neural Networks (GNNs) for Clustering Similar Trade Names

Hamilton et al. [57] applied graph neural networks (GNNs) to cluster similar business names, utilizing GNN’s strength in capturing relationships between entities. Their methodology constructed graphs where each node represented a business name, with edges indicating similarity based on clustering techniques. The strength of this model lies in its capability to identify clusters of similar names preemptively, beneficial in industries with dense name registration. However, a weakness is the high computational complexity, which may be limiting for large-scale datasets. The study concluded that GNNs can reveal meaningful patterns in entity relationships, and future work could aim at improving computational efficiency to handle larger datasets.

## Hierarchical Clustering for Industry-Based Name Classification

Chen et al. applied hierarchical clustering to group business names based on industry-specific features, facilitating the detection of similar names within specific industries [58]. This method is effective for identifying similar names in particular sectors, enabling industry-focused regulation. However, it is computationally intensive, especially when dealing with large datasets, and struggles with the diversity of naming patterns across industries. Future work could optimize clustering algorithms for scalability, allowing hierarchical clustering to be applied more efficiently to large datasets while maintaining accuracy for industry-specific name validation.

## Data Augmentation for Business Name Datasets

Kim and Lee employed data augmentation techniques such as synonym replacement and random name generation to expand small business name datasets, which improved the model's generalization capabilities [59]. The strength of this approach is its ability to artificially increase the dataset size, enhancing model performance. However, augmented data may introduce noise or unrealistic variations, which can reduce model reliability. Future research could focus on developing guidelines for realistic data augmentation specifically for business names, ensuring that the generated data maintains the integrity and relevance of the names.

## Machine Learning and Entity Matching Approaches for Company Name Classification and Similarity Detection

## Company Name Matching and Entity Recognition Techniques

CompanyName2Vec by Ziv et al. [41] presents an innovative neural network model designed for company entity matching based solely on company names. This method provides valuable insights into data visualization and performs well in practical applications, though it lacks consideration for cultural variations, such as Ethiopian languages and contexts.

MatchKraft [6]andInterzoid Organization Name Match Scoring API [7]employ fuzzy matching algorithms and similarity scores, respectively, for entity matching. However, these systems face limitations in data availability, contextual understanding, and language support, necessitating manual review for complex cases.

## Text Classification Approaches in Similar Domains

Urdu Text Classification by Rasheed et al. [42] focuses on machine learning techniques for text classification of news articles. While not directly related to company name matching, the methodologies used in this study, such as SVM classifiers and feature selection through TF-IDF, could be adapted for use in company name classification tasks.

Arabic Text Classificationby Mgheed [43] highlights the use of SVM classifiers for multi-label text classification in Arabic. The model achieves 82.2% accuracy and emphasizes the importance of preprocessing and feature selection—techniques that are applicable to company name classification.

## SMS Classification and its Relevance to Company Name Categorization

SMS Text Classification Model by Fei et al. [44] categorizes SMS messages into spam or ham using TF-IDF for feature extraction and SVM for classification. The principles behind this model, including feature extraction, vectorization, and classification, can inform methods for classifying company names into different categories based on semantic associations, patterns, and importance of words.

## Entity Matching Using Neural Networks for Company Name Classification

Neural Networks for Entity Matching by Gulla et al. [45] explores the use of deep learning techniques such as CNNs, RNNs, and Transformer models for entity matching, including the preprocessing of data and the use of cosine similarity to reduce potential matches. These techniques can be adapted for company name classification, addressing challenges such as misspellings and abbreviations, and enhancing classification accuracy by combining deep learning with rule-based approaches.

**Summary on related work**

Although the study on the Urdu text classification does to directly address business name similarity, its methodology could potentially be adapted. Similarity the Arabic text classification research does not directly address company name matching. However, there are notable connections. The preprocessing techniques used in the study are similar to those required for company name matching. Additionally, the use of cosine similarity in the research to reduce pairwise comparisons parallels the fuzzy name matching techniques that also utilize cosine similarity. Techniques like n-grams and TF-IDF (Term Frequency-Inverse Document Frequency) for identifying potential matches and hybrid approaches that combine rule-based and machine learning methods can be further align with strategies used for company name matching. Moreover, the study acknowledges domain-specific challenges which the nuances in company names, that can be used to highlights the relevance of its techniques in handling inconsistent company names.

Although **SMS Text Classification Model** research focuses on SMS data, the principles used I the study are relevant to company name classification. Both processes involve dividing text into categories, with SMS classification distinguishing between spam and non-spam messages, and company name classification sorting names into different categories. Feature extraction in the SMS model uses TF-IDF to assess word importance, which is analogous to analyzing word frequencies, character patterns, or semantic associations in company names. The SMS model employs Support Vector Machine (SVM) for classification, a technique that can also be applied to feature vectors in company name classification. Thus, while the SMS model is designed for text messages, its methods of feature extraction, vectorization, and classification can inform approaches to classifying company names.

The research on **Neural Networks for Entity Matching** has relevant applications for company name classification. Entity matching focuses on identifying records that refer to the same real-world entity, which parallels linking different representations of the same company in company name classification. These approaches can be adapted to preprocess, embed, and classify company names effectively, while addressing practical challenges like handling abbreviations and misspellings. Combining deep learning with other techniques, such as rule-based systems, could further enhance accuracy in company name classification.

In general the studies covered above demonstrate that the Entity Similarity Algorithm can handle text similarity and ambiguity issues, while the Classification Machine Learning Algorithm can handle names that are misleading or objectionable. As a result, there is a greater chance that the issues raised in this proposal will be resolved by the techniques like covered in the sections on related work.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Author** | **Approach** | **Technique Used** | **Classifier/Model** | **Experimental Results** | **Remark from Experimental Analysis** |
| Koch et al. [41] | Siamese neural networks for trade name validation | One-shot learning, neural network for name matching | Siamese Neural Network | Handles minimal datasets, detects subtle name differences | Effective in trade name validity, but requires labeled data for training |
| Devlin et al. [42] | BERT for semantic similarity detection | Bidirectional Encoder Representations from Transformers | BERT (Bidirectional Encoder Representations) | Handles exact and approximate matches with deep contextual understanding | Computationally demanding, future work may involve lightweight models |
| Yan et al. [43] | Phonetic similarity detection with ML | Soundex + logistic regression | Logistic Regression | Improved accuracy for phonetically similar names | Struggles with non-English names, potential for advanced phonetic algorithms |
| Wang et al. [44] | String-matching algorithms for name comparison | Modified Levenshtein Distance + ML classifiers | Modified Levenshtein Distance + ML classifiers | Efficient for large-scale applications, good for exact and approximate matches | Lacks semantic similarity detection, limited to superficial similarity |
| Chen et al. [45] | Word embeddings for name similarity | Word2Vec embeddings | Word2Vec | Improved capture of deeper semantic relationships | Requires extensive datasets, struggles with rare/unique names |
| Honnibal and Montani [46] | Syntactic parsing for business name validation | SpaCy (syntactic parsing) | SpaCy (Syntactic Parser) | Identifies structural similarities in business names | Struggles with non-standard brand names |
| Liu et al. [47] | Rule-based decision support combined with ML | Decision tree model + rule-based filtering | Hybrid Rule-Based + Decision Tree Model | Improved accuracy for handling abbreviations and homophones | Rigid, lacks adaptability to evolving naming conventions |
| Sun et al. [48] | Neural network classifier for name validation | Neural network after rule-based filtering | Neural Network (NN) | Higher accuracy in complex cases | Computationally intensive |
| Liu et al. [49] | Stacking ensemble learning | Naïve Bayes, SVM, random forests | Stacking Ensemble Model (Naïve Bayes, SVM, Random Forest) | High accuracy in diverse name types, robust performance | Computationally intensive, scalability issues |
| Huang et al. [50] | Ontology-based name validation | Industry-specific terms and synonyms | Ontology-based Validation System | Improved decision accuracy for business names | Requires frequent updates for relevancy |
| Zhang et al. [51] | Deep learning for pattern detection in trade names | Convolutional Neural Networks (CNN) | CNN (Convolutional Neural Networks) | Effectively detects name "shapes", useful for minor spelling variations | Limited to structural similarities, struggles with semantic meaning |
| Baldi [52] | Autoencoders for anomaly detection in naming | Autoencoders for anomaly detection | Autoencoders | Detected problematic names deviating from standard naming conventions | Limited interpretability |
| Wang and Li [53] | Named Entity Recognition for legal texts | BERT for NER (Named Entity Recognition) | BERT for NER | Accurate entity detection in legal texts | Relies on large labeled datasets |
| Sutton [54] | Reinforcement learning for adaptive decision-making | Reinforcement Learning (RL) | RL-based Decision Model | Adaptable to changing regulatory guidelines | Training RL models is time-consuming |
| Xu et al. [55] | Transfer learning for trademark analysis | Transfer learning on pre-trained models | Transfer Learning Model | Performs well with small datasets, reduces need for large labeled data | Adapting models to niche domains is challenging |
| Zhang et al. [56] | Deep Reinforcement Learning (DRL) for regulation | DRL for dynamic decision-making | DRL-based Regulatory System | Adapts decision criteria over time based on naming trends | Requires substantial historical data |
| Hamilton et al. [57] | Graph neural networks (GNN) for clustering | GNN for clustering similar business names | Graph Neural Networks (GNN) | Identifies clusters of similar names efficiently | High computational complexity |
| Chen et al. [58] | Hierarchical clustering for industry-based analysis | Hierarchical clustering | Hierarchical Clustering | Effective for industry-specific name validation | Computationally intensive, struggles with diverse naming patterns |
| Kim and Lee [59] | Data augmentation for business name datasets | Synonym replacement, random name generation | \*data augmentation strategies/ (no machine learning) | Improved generalization capabilities | Augmented data may introduce noise, reducing model reliability |
| Ziv et al. [41] | Company name matching using neural networks | Neural network-based company entity matching | CompanyName2Vec | High accuracy in practical applications | Lacks cultural variation handling |
| MatchKraft [6] | Fuzzy matching for entity matching | Fuzzy matching algorithm | \*Calculating similarity scores/ (no machine learning) | Accuracy depends on available data | Limitations in data availability, language support |
| Interzoid [7] | Similarity scoring for entity matching | Similarity score-based matching | \*similarity scoring model(no machine learning) | Accuracy varies based on dataset quality | Requires manual review for complex cases |
| Rasheed et al. [42] | Text classification for Urdu text | SVM classifiers, TF-IDF for feature extraction | SVM | Better accuracy with SVM classifier on large dataset | Applicable to company name classification |
| Mgheed [43] | Arabic text classification | SVM classifier, feature selection with TF-IDF | SVM | 82.2% accuracy in multi-label classification | Feature selection and preprocessing techniques applicable to company name classification |
| Fei et al. [44] | SMS classification for text categorization | TF-IDF for feature extraction, SVM for classification | SVM | Can categorize messages into “spam” or “ham” | Feature extraction, vectorization, and classification applicable to company names |
| Gulla et al. [45] | Neural networks for entity matching | CNN, RNN, Transformer models, cosine similarity | CNN, RNN, Transformer-based Models | Effective for entity matching tasks | Can be adapted for company name classification, combining deep learning with rule-based systems |

# Chapter Four: The proposed solution

In this chapter, we elaborate on the encoding methods utilized for trade name text processing. The techniques discussed include Word-level Encoding, Character-level Encoding, Fast Text-level Encoding, and One-hot Encoding. Each method is integral to representing textual data numerically, enabling machine learning models to effectively process and learn from the data. We also present pseudocode for each encoding technique to provide clarity on the implementation process. Then we will elaborate the machine learning process which is the core of the system, where two models are trained which are **Trade Name Compliance Detection Model**: This model is trained using the embeddings to identify whether a trade name complies with regulatory standards. The training phase is carried out in the **Train Compliance Detection Model** component, which results in the **Trade Name Compliance Detection Model**. The second is **Trade Name Similarity and Ambiguity Detection Model**: This model evaluates the similarity between trade names and detects ambiguities. The embeddings are utilized in the **Train Similarity Ambiguity Detection Model** step to produce the **Trade Name Similarity Ambiguity Detection Model**.

## Data Collection Process

The data collection process is the initial phase of the system. Here, trade names are captured from various sources in the **Data Collection Start** step. Once collected, the trade names are sent to the **Annotate Raw Data** phase, where relevant information is added to enhance the dataset's quality. This annotated dataset is essential for training the machine learning models effectively.

Trade names are collected using web scraping other data sets which are used to train Insulting Religion, Insulting Language/Nation/Ethnicity, Promoting Drunkenness/Promiscuity/Drugs/Crime, Defaming Reputation, Subordinate Gender Noun, Encouraging War and Violence, Incitement to Hate, Damaging Nations' Reputation are collected from Kaggle.com, GitHub

## Data Preprocessing

Text preprocessing is a crucial first step in developing a Natural Language Processing (NLP) system. It ensures the input trade names are transformed into a format suitable for machine learning algorithms to classify or calculate similarity effectively. Proper preprocessing can significantly enhance the model’s accuracy and robustness by addressing inconsistencies and reducing noise.

The preprocessing component includes the following subtasks: cleaning, normalization, tokenization, encoding, and padding.

**Cleaning:** Cleaning removes irrelevant characters or symbols, such as special characters, excessive whitespace, or non-standard characters. For trade names, this sub-task eliminates irrelevant symbols but retains essential punctuation (e.g., hyphens) that could differentiate similar names.

**Normalization:** Normalization ensures consistency in trade names by addressing issues such as hyphenation, incorrect capitalization, and misspellings. For instance, "Brand-X™" can be normalized to "Brand X" to ensure uniform processing.

**Tokenization:** Tokenization splits trade names into individual components, such as words or phrases. For example, the trade name "SuperClean Detergent" would be tokenized into ["SuperClean", "Detergent"].

**Encoding:** Since machines cannot process raw text, the tokenized trade names are converted into numerical representations through various encoding methods.

The encoding methods utilized for trade name text processing include Word-level Encoding, Character-level Encoding, Fast Text-level Encoding, and One-hot Encoding. These techniques transform textual data into numerical formats, enabling machine learning models to process and learn effectively. Below is a brief description of each method, followed by pseudocode for implementation.

### Word-level Encoding

Word-level encoding is one of the most straightforward and widely used techniques for representing text. It works by assigning a unique integer index to each word in a dataset. Every word that appears in the dataset is mapped to an integer, and if an out-of-vocabulary word appears, it is usually mapped to a special reserved index. This encoding treats words as atomic units, where each word is represented by a distinct integer. Consider the sentence "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)". First, we create a vocabulary where each unique word is assigned an integer index.

**Pseudocode:**

Initialize vocabulary = {}

For each sentence in dataset:

For each word in sentence:

If word not in vocabulary:

Assign a unique integer to the word

Represent each sentence as a sequence of integers

**For example:**

vocabulary = {

"ጉ.ተ": 1,

"ኢንተርኔት": 2,

"ካፌ": 3,

"ጉና": 4,

"ተራራ": 5

}

Now, the sentence can be represented as a sequence of integers, with each word replaced by its corresponding integer:

encoded\_sentence = [1, 2, 3, 4, 5]

Thus, the sentence "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)" becomes the sequence [1, 2, 3, 4, 5] in numerical form.

### Character-level Encoding

Character-level encoding takes a different approach by breaking words down into individual characters and assigning each character a unique index. This method allows the model to capture the internal structure of words and can be particularly helpful for handling rare or unseen words, misspellings, or even morphological variations. For the sentence "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)", each word is broken down into its individual characters. We create a character set, assigning each unique character an index.

**Pseudocode:**

Initialize char\_set = {}

For each word in dataset:

For each character in word:

If character not in char\_set:

Assign a unique integer to the character

Represent each word as a sequence of integers

**For example:**

char\_set = {

"ጉ": 1, ".": 2, "ተ": 3, " ": 4, "ኢ": 5, "ን": 6, "ር": 7, "ኔ": 8, "ት": 9,

"ካ": 10, "ፌ": 11, "(": 12, "ና": 13, "ራ": 14, ")": 15

}

Each word is then represented as a sequence of integers corresponding to the indices of its characters. For the word "ጉ.ተ", this would be:

encoded\_word = [1, 2, 3]

For the full sentence, we would represent each word as a sequence of integers:

encoded\_sentence = [

[1, 2, 3], # "ጉ.ተ"

[5, 6, 3, 7, 8, 9], # "ኢንተርኔት"

[10, 11], # "ካፌ"

[12, 1, 13, 3, 14, 14, 15] # "ጉና ተራራ"

]

### FastText-level Encoding

FastText-level encoding uses pre-trained word embedding to represent words as dense vectors. This embedding is learned based on the context in which words appear in large corpora and capture both syntactic and semantic information about the words. FastText, specifically, improves on traditional word embeddings by also considering sub-word information, which allows it to handle misspellings or variations in the form of a word, such as different tenses or derivations. For the sentence "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)", we use a pre-trained FastText model to generate dense vector embeddings for each word. The FastText model captures semantic and syntactic features for each word, representing them as high-dimensional vectors.

**Pseudocode:**

Load pre-trained FastText model

For each word in dataset:

Generate embedding using FastText model

Store embeddings for each word

**For example:**

fasttext\_model = load\_pretrained\_fasttext\_model()

embeddings = {

"ጉ.ተ": fasttext\_model.get\_word\_vector("ጉ.ተ"),

"ኢንተርኔት": fasttext\_model.get\_word\_vector("ኢንተርኔት"),

"ካፌ": fasttext\_model.get\_word\_vector("ካፌ"),

"ጉና": fasttext\_model.get\_word\_vector("ጉና"),

"ተራራ": fasttext\_model.get\_word\_vector("ተራራ")

}

Now, the sentence can be represented by a sequence of dense vectors corresponding to each word:

encoded\_sentence = [embeddings["ጉ.ተ"], embeddings["ኢንተርኔት"], embeddings["ካፌ"], embeddings["ጉና"], embeddings["ተራራ"] ]

### One-hot Encoding

One-hot encoding is one of the simplest and oldest encoding techniques. It represents each word or character as a binary vector. In this vector, the index corresponding to the word or character is set to 1, and all other indices are set to 0. Essentially, each word is represented as a vector with only one "hot" (active) value, indicating its position in the vocabulary, and all other positions are "cold" (inactive). For the sentence "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)", we first construct a vocabulary, where each word is assigned a unique index.

**Pseudocode:**

Initialize vocabulary = {}

For each word in dataset:

If word not in vocabulary:

Assign a unique index to the word

Create a binary vector of length = size of vocabulary

Set the index corresponding to the word to 1

**For example:**

vocabulary = { "ጉ.ተ": 1, "ኢንተርኔት": 2, "ካፌ": 3, "ጉና": 4, "ተራራ": 5 }

Each word is then represented as a binary vector, with the index corresponding to the word set to 1:

encoded\_sentence = [ [1, 0, 0, 0, 0], # "ጉ.ተ" [0, 1, 0, 0, 0], # "ኢንተርኔት" [0, 0, 1, 0, 0], # "ካፌ" [0, 0, 0, 1, 0], # "ጉና" [0, 0, 0, 0, 1] # "ተራራ" ]

### Padding

Padding is not an encoding technique per se, but rather a preprocessing step used in conjunction with other encoding methods. Padding ensures that all sequences (such as sentences or documents) are of uniform length. Many machine learning models, particularly neural networks, require input sequences to have consistent lengths. If a sequence is shorter than the desired length, padding adds zeros (or a specified padding value) to the end of the sequence to make it the correct length. For example, if a sentence is represented as the sequence [1, 2, 3, 4, 5] but the model requires a sequence of length 6, we would add padding (e.g., zero) at the end:

padded\_sentence = [1, 2, 3, 4, 5, 0] # 0 for padding

Padding ensures that all sequences have a consistent length, enabling the model to process them uniformly.

## Embedding Techniques

## Word Embedding

Pre-trained word embedding, such as Word2Vec or GloVe, are used to map words into continuous vector spaces where similar words have similar vectors. These embeddings are integrated into the system by loading pre-trained models and applying them to encode the tokenized trade names, enabling the machine learning models to leverage semantic relationships learned from large corpora. This integration enhances the model's ability to understand semantic meaning and context, ultimately improving the system’s performance in identifying trade names effectively.

### Pseudocode for Integrating Pre-trained Word Embedding

Load pre-trained word embedding model (e.g., Word2Vec or GloVe)

For each word in the tokenized dataset:

If word exists in the pre-trained model:

Retrieve the corresponding embedding vector

Else:

Assign a random vector of the same dimension

Store all word embeddings for input to machine learning models

### Example

**Input:** "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)"

**Output:**

[0.25, -0.15, 0.75, 0.40, -0.10] (vector for "ጉ.ተ")

[0.45, 0.20, -0.05, 0.60, 0.30] (vector for "ኢንተርኔት")

[0.35, 0.10, 0.50, -0.20, 0.55] (vector for "ካፌ")

[0.40, -0.05, 0.30, 0.45, 0.20] (vector for "(ጉና ተራራ)")

## Character Embedding

Character embedding captures subword-level information, enabling the model to learn from shared character sequences across different words. This is particularly useful for handling out-of-vocabulary words and spelling variations.

### Pseudocode for Generating Character Embedding

Initialize char\_set = {}

For each word in dataset:

For each character in word:

If character not in char\_set:

Assign a unique index to the character

Initialize embeddings\_matrix = Random values of shape (|char\_set|, embedding\_dim)

For each word in dataset:

Initialize word\_embedding = Zero vector of length embedding\_dim

For each character in word:

Get character index from char\_set

Add corresponding embedding vector from embeddings\_matrix to word\_embedding

Normalize word\_embedding

Store word\_embedding for each word

### Example

**Input:** "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)"

**Output:**

[0.12, 0.08, -0.05, 0.30, 0.15] (character-level embedding for "ጉ")

[0.25, -0.10, 0.20, 0.45, 0.35] (character-level embedding for "ተ")

...

## FastText Embeddings

FastText embeddings generate word representations by considering subword units (n-grams), enabling the model to handle morphological variations effectively. This approach allows the model to create embeddings for unseen words by combining subword representations.

### Pseudocode for Applying FastText Embeddings

Load pre-trained FastText model

For each word in the dataset:

Split the word into subword units (n-grams)

Retrieve or compute subword embeddings using FastText model

Combine subword embeddings to form the word embedding (e.g., by averaging)

Store the resulting word embeddings for use in downstream tasks

### Example

**Input:** "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)"

**Output:**

[0.30, 0.10, 0.25, 0.15, 0.40] (FastText embedding for "ጉ.ተ")

[0.50, 0.35, 0.20, -0.10, 0.55] (FastText embedding for "ኢንተርኔት")

...

## Concatenated Embedding

Concatenated embedding enhances model performance by combining diverse types of information from multiple embedding methods. Each embedding captures a unique aspect of the data: word-level embedding encodes semantic context, character-level embedding captures subword information, and FastText embedding handles morphological variations. By concatenating these embeddings, the model gains a richer, more comprehensive representation of trade names, which improves its ability to generalize across different scenarios.

### Pseudocode for Concatenating Embedding

Initialize embedding = []

For each word in dataset:

Get word embedding

Get character embedding

Get FastText embedding

Concatenate all embeddings

Append concatenated embedding to embedding list

### Mathematical Representation

Let:

* **W** represent the word-level embedding vector.
* **C** represent the character-level embedding vector.
* **F** represent the FastText embedding vector.

The concatenated embedding vector **E** is given by:

E=[W;C;F]E = [W; C; F]

### Example

**Input:** "ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)"

**Output:**

[0.25, -0.15, 0.75, 0.40, -0.10, 0.12, 0.08, -0.05, 0.30, 0.15, 0.30, 0.10, 0.25, 0.15, 0.40]

(Concatenated embedding combining word, character, and FastText embeddings)

This combined representation allows the model to leverage complementary information from different encoding techniques, resulting in improved detection and validation of trade names. The embedding generated from different encoding techniques are concatenated to form a comprehensive representation of each trade name. These concatenated embedding are then used in downstream tasks such as classification and similarity detection. By combining information from word, character, and FastText embedding, the model benefits from diverse data representations, which improve its ability to generalize and accurately identify trade names across varying contexts.

## Machine Learning Process

## Trade Name Compliance Detection Model

This model is trained using the embedding to identify whether a trade name complies with regulatory standards. The training phase is carried out in the **Train Compliance Detection Model** component, which results in the **Trade Name Compliance Detection Model**.

# Prohibited Names

To protect public interests and ensure clarity in business identification, certain categories of trade names are prohibited under regulatory guidelines. The **Trade Name Compliance Detection Model** automatically flags such names, preventing the registration of names that could offend, or breach ethical and legal standards.

# Government-Related Names

Trade names implying an association with government bodies or public institutions are prohibited. This restriction prevents potential confusion about a business's legitimacy or endorsement by a government entity.

**Examples:**

* **"ኮሚሽን"** (Commission)
* **"ኤጀንሲ"** (Agency)

Names that convey official status or authority, whether directly or indirectly, are not allowed.

# Names of Political Parties, Trade Unions, or Charitable Organizations

Names identical to or resembling those of political entities, labor unions, or charitable institutions are banned. This ensures that business names are not used to falsely imply affiliation with well-known organizations or movements.

**Example:**  
A name like **"ፋኦ የወተት ልማት ንግድ"** would be disqualified if it conflicts with **FAO**, a globally recognized entity (Food and Agriculture Organization).

# Famous Personal Names

The use of famous personal names in trade names is restricted to prevent misuse and to safeguard the reputation of prominent individuals. Using a well-known name without authorization may imply false representation or endorsement.

**Example:**

* **"ሀይሌ ገብረስላሴ"** – The name of a world-renowned athlete cannot be registered without explicit consent.

# Globally Recognized Brand Names

Trade names identical to or closely resembling internationally established brands or organizations are prohibited unless prior approval is obtained from the brand owner. This prevents trademark infringement and deceptive practices.

**Examples:**

* **"ቶዮታ"** (Toyota)
* **"ማይክሮሶፍት"** (Microsoft)

Such names are protected under international intellectual property laws, and unauthorized registration is not allowed.

# Offensive or Inappropriate Names

Trade names containing offensive, derogatory, or inappropriate language are strictly banned. This includes names that insult or degrade individuals, communities, or institutions. The model detects such names to maintain professional and ethical standards in business environments.

**Categories:**

* **Insulting religion** – Names that disrespect or offend religious beliefs or symbols.
* **Insulting language, nationality, or ethnicity** – Names with offensive language targeting specific groups.
* **Promoting immoral or illegal behavior** – Names that glorify drunkenness, promiscuity, drug use, crime, or other unethical practices.
* **Defaming reputation** – Names that harm the reputation of individuals or organizations.
* **Subordinate gender terms** – Names that imply gender inequality or discrimination.
* **Encouraging war or violence** – Names that promote conflict or violence against others.
* **Incitement to hate** – Names that encourage hatred or hostility based on race, religion, nationality, or gender.
* **Damaging national reputation** – Names that tarnish the image or dignity of a nation or its people.

## Trade Name Similarity Ambiguity Detection Model

The **Trade Name Similarity Ambiguity Detection Model** is designed to evaluate the degree of similarity between trade names and identify potential ambiguities that may arise when registering new business names. This model helps mitigate legal, operational, and branding risks by ensuring that newly proposed business names are unique, non-misleading, and distinct from pre-registered names.

Incorporating advanced machine learning techniques, the model utilizes embeddings during the **Training Phase** to create a robust mechanism for detecting ambiguous names. This ensures the integrity of trade name registration processes and fosters transparency in business environments. Below are several key guidelines, supported by the model, which help users avoid ambiguity and ensure compliance when selecting new trade names.

# Adding Adjectives or Similar Words

Adding minor variations or adjectives to a registered trade name is often insufficient to make the new name distinct. The model flags such names as potentially misleading, preventing the registration of names that closely resemble existing ones. For instance, if "ሕብረት ቡና ንግድ" is already registered, the model will bring about the following names would not be acceptable:

* የሕብረት ቡና ንግድ
* ሕብረት ቡና ንግድቁ. 2
* ሕብረት የቡና ንግድ

However, adding completely new, unrelated words can make a name distinct and acceptable.

For example:

* እድገት በሕብረት ቡና ንግድ
* ሕብረት ለስራ ቡና ንግድ

# Changing the Order of Words

Simply rearranging the order of words in an existing business name does not always result in a distinct name. The model recognizes that such rearrangements can still cause confusion, and therefore, it flags names that might be misleading.

**Example:**   
If "ሕብረት የቡናና ሻይ ንግድ" is already registered, then "ሕብረት የሻይና ቡና ንግድ" would be flagged as misleading.

# Using Personal Names in Business Names

The use of personal names in business names is permissible, provided they do not duplicate or closely resemble pre-existing trade names. The model ensures that even if personal names are involved, ambiguity and confusion are minimized.

**Example:**   
If "ወንድወሰን የኤሌክትሪክ ዕቃዎች ንግድ" is registered, similar names must include significant distinctions:

* "ወንድወሰን ቶላ ጉርሜ የኤሌክትሪክ ዕቃዎች ንግድ"
* "ወንድወሰን 8798 የኤሌክትሪክ ዕቃዎች ንግድ"

Additionally, gender-specific variations in names are recognized as distinct by the model.

**Examples:**

* "ታደለ"vs**.** "ታደለች"
* "አበበ"vs**.** "አበበች"

# Pronunciation Similarity

Even if trade names are spelled differently, similar pronunciation can create ambiguity. The model detects and flags names with phonetic similarities to prevent misleading registrations.

**Examples:**

* "ኩልል የመጠጥ ውሃ" vs. "ኩል የመጠጥ ውሃ"
* "Kool water" vs**.** "Cool water"

# Meaning Similarity

Names with different wording but similar meanings are typically flagged by the model only when the similarity may cause confusion. However, names with clear contextual differences may still be acceptable.

**Examples:**

* "አስተማማኝ ኮንስትራክሽን" and "ሪሊይብል ኮንስትራክሽን"are acceptable despite their similar meanings because they are contextually distinct.

# Types of Business Represented

Trade names representing similar or related types of businesses are carefully reviewed by the model to avoid ambiguity.

**Example:**  
If **"ሞሃ የለስላሳ መጠጦች ኢንደስትሪ"** is registered, then:

* **"ሞሃ የወፍጮ ንግድ ሥራ"**
* **"ሞሃ ባልትና"**  
  would be considered distinct because they represent different business types.

# Acronyms in Business Names

The model assures acronyms to be acceptable as trade names if they represent specific, meaningful terms. The model evaluates the uniqueness and significance of the acronym before approval.

**Examples:**

* **"ጉ.ተ ኢንተርኔት ካፌ (ጉና ተራራ)"**
* **"አ.ም ልጅ (አርባ ምንጭ)"**
* **"መ.ታ ኮንሰልተንሲ (መልቲ - ታሇንት)"**
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## Using CNN, RNN, and GPT for Trade Name Compliance and Similarity Ambiguity Detection Models

In natural language processing (NLP) and machine learning, detecting compliance with trade name regulations and identifying trade name similarity ambiguity are critical tasks. To address these challenges, different deep learning models can be employed to extract features from text data and make predictions. Among the most prominent models for such tasks are **Convolutional Neural Networks (CNNs)**, **Recurrent Neural Networks (RNNs)**, and **Generative Pretrained Transformers (GPTs)**. These models have been successfully applied to a wide range of NLP problems, including text classification, sequence modeling, and contextual understanding. In this essay, we explore how these models can be used for the **Trade Name Compliance Detection Model** and **Trade Name Similarity Ambiguity Detection Model**, with detailed mathematical descriptions of their operations.

## Trade Name Compliance Detection Model Using CNN

# CNN for Feature Extraction

Convolutional Neural Networks (CNNs) are particularly effective for extracting local features from data, especially when the data has a spatial or sequential structure. In the context of trade name compliance detection, CNNs can be applied to **word-level embeddings** or **character-level embeddings** to identify important patterns and features that indicate compliance or non-compliance.

1. **Input Representation**:  
   The input to the CNN can be a sequence of word embeddings representing the trade name. Let’s denote the trade name as a sequence of words:

X=[x1,x2,…,xn]X = [x\_1, x\_2, \dots, x\_n]

where xix\_i represents the embedding of the ii-th word in the trade name.

1. **Convolution Layer**:  
   The CNN applies a set of convolutional filters WkW\_k (with k=1,2,…,Kk = 1, 2, \dots, K) to the input sequence. The convolution operation computes feature maps by sliding the filters across the sequence:

hk=ReLU(Wk⋅X+bk)h\_k = \text{ReLU}(W\_k \cdot X + b\_k)

where bkb\_k is the bias term and hkh\_k represents the feature map produced by filter WkW\_k.

1. **Pooling**:  
   A **max-pooling** operation is typically applied to each feature map to reduce dimensionality and highlight the most important features:

pk=max⁡(hk)p\_k = \max(h\_k)

where pkp\_k is the pooled feature for filter kk.

1. **Fully Connected Layer**:  
   The pooled features from all filters are concatenated and passed through a fully connected layer, followed by a softmax function to predict the compliance label:

y^=Softmax(Wfc⋅p+bfc)\hat{y} = \text{Softmax}(W\_{\text{fc}} \cdot p + b\_{\text{fc}})

where WfcW\_{\text{fc}} and bfcb\_{\text{fc}} are the weight matrix and bias for the fully connected layer.

## Trade Name Compliance Detection Model Using RNN

# RNN for Sequential Dependencies

Recurrent Neural Networks (RNNs) are designed to capture the sequential dependencies in data, making them ideal for tasks where the order of elements matters, such as analyzing a trade name’s structure. RNNs can process the trade name word-by-word and learn the temporal dependencies between words.

1. **Input Representation**:  
   The input to the RNN is a sequence of word embeddings, similar to the CNN model:

X=[x1,x2,…,xn]X = [x\_1, x\_2, \dots, x\_n]

1. **RNN Recurrence**:  
   The RNN processes the sequence of word embeddings one time step at a time. At each time step tt, the hidden state hth\_t is updated using the previous hidden state ht−1h\_{t-1} and the current input xtx\_t:

ht=tanh(Wrnn⋅[ht−1,xt]+brnn)h\_t = \text{tanh}(W\_{\text{rnn}} \cdot [h\_{t-1}, x\_t] + b\_{\text{rnn}})

1. **Prediction**:  
   After processing all words in the trade name, the final hidden state hnh\_n is passed through a softmax layer to predict whether the trade name is compliant or non-compliant:

y^=Softmax(Wfc⋅hn+bfc)\hat{y} = \text{Softmax}(W\_{\text{fc}} \cdot h\_n + b\_{\text{fc}})

## Trade Name Compliance Detection Model Using GPT

# GPT for Contextual Understanding

Generative Pretrained Transformers (GPTs) have revolutionized NLP by using attention mechanisms to capture contextual dependencies between words in a sequence. GPT can be applied to trade name compliance detection by providing a **contextualized understanding** of the trade name, considering both its internal structure and its surrounding context.

1. **Input Representation**:  
   The trade name is tokenized and passed as input to the GPT model. Each token tit\_i is represented as an embedding:

ti=Embedding(wi)t\_i = \text{Embedding}(w\_i)

where wiw\_i represents the ii-th word in the trade name.

1. **Self-Attention Mechanism**:  
   GPT uses a multi-head self-attention mechanism to model the relationships between all words in the sequence. The attention mechanism computes the attention weights AA for each word in relation to all other words:

Aij=exp⁡(qi⋅kj)∑jexp⁡(qi⋅kj)A\_{ij} = \frac{\exp(q\_i \cdot k\_j)}{\sum\_{j} \exp(q\_i \cdot k\_j)}

where qiq\_i and kjk\_j are the query and key vectors for the ii-th and jj-th words, respectively.

1. **Contextualized Output**:  
   The final hidden states are passed through a linear layer and a softmax function to predict compliance:

y^=Softmax(Wfc⋅hn+bfc)\hat{y} = \text{Softmax}(W\_{\text{fc}} \cdot h\_n + b\_{\text{fc}})

## Using CNN, RNN, and GPT for Trade Name Similarity Ambiguity Detection Model

A **Trade Name Similarity Ambiguity Detection Model** aims to detect when two trade names are semantically or syntactically similar, potentially causing confusion or ambiguity.

## Trade Name Similarity Ambiguity Detection Model Using CNN

# CNN for Similarity Detection

CNNs can be used to capture local patterns between pairs of trade names by applying convolutional filters to their embeddings. The model can learn distinguishing features that highlight similarities or differences between two trade names.

1. **Input Representation**:  
   Two trade names X1=[x1,x2,…,xn]X\_1 = [x\_1, x\_2, \dots, x\_n] and X2=[y1,y2,…,ym]X\_2 = [y\_1, y\_2, \dots, y\_m] are encoded into sequences of word embeddings.
2. **Convolutional Filters**:  
   CNNs apply filters to both sequences to capture local patterns:

h1=ReLU(Wk⋅X1+bk),h2=ReLU(Wk⋅X2+bk)h\_1 = \text{ReLU}(W\_k \cdot X\_1 + b\_k), \quad h\_2 = \text{ReLU}(W\_k \cdot X\_2 + b\_k)

1. **Similarity Prediction**:  
   After pooling, the similarity between the two sequences is calculated using a similarity metric such as cosine similarity:

similarity=h1⋅h2∥h1∥∥h2∥\text{similarity} = \frac{h\_1 \cdot h\_2}{\|h\_1\| \|h\_2\|}

The model then predicts whether the trade names are similar or not based on this similarity score.

## Trade Name Similarity Ambiguity Detection Model Using RNN

# RNN for Sequential Similarity

RNNs can be applied to capture the sequential dependencies between the words of two trade names, considering the context of each word in both names.

1. **Input Representation**:  
   The two trade names are processed in parallel by two RNNs. At each time step, the hidden state is updated for both sequences:

h1,t=tanh(Wrnn⋅[h1,t−1,xt]+brnn)h\_{1,t} = \text{tanh}(W\_{\text{rnn}} \cdot [h\_{1,t-1}, x\_t] + b\_{\text{rnn}}) h2,t=tanh(Wrnn⋅[h2,t−1,yt]+brnn)h\_{2,t} = \text{tanh}(W\_{\text{rnn}} \cdot [h\_{2,t-1}, y\_t] + b\_{\text{rnn}})

1. **Similarity Computation**:  
   After processing both sequences, the final hidden states h1,nh\_{1,n} and h2,mh\_{2,m} are compared using a similarity metric:

similarity=h1,n⋅h2,m∥h1,n∥∥h2,m∥\text{similarity} = \frac{h\_{1,n} \cdot h\_{2,m}}{\|h\_{1,n}\| \|h\_{2,m}\|}

## Trade Name Similarity Ambiguity Detection Model Using GPT

# GPT for Contextualized Similarity

GPT can be used to capture deeper, contextual relationships between trade names, utilizing its attention mechanism to compute pairwise similarity.

1. **Input Representation**:  
   Both trade names are tokenized and passed into the GPT model, which computes contextual embeddings for each word in both sequences.
2. **Similarity Prediction**:  
   The similarity score is derived from the attention weights, reflecting how the model perceives the relationship between the two trade names.

CNNs, RNNs, and GPTs are powerful models that can be effectively utilized for **Trade Name Compliance Detection** and **Trade Name Similarity Ambiguity Detection**. While CNNs excel at capturing local patterns, RNNs model sequential dependencies, and GPTs provide contextualized embeddings, together, these models offer a comprehensive approach to detecting compliance and similarity. The combination of these techniques allows for more accurate and efficient detection, enabling businesses to better manage trade name disputes and regulatory compliance.

## Training

The training process for a combined CNN, RNN, and GPT model begins with the initialization of the architecture, where each component serves a unique role in capturing various aspects of the data. The **Convolutional Neural Network (CNN)** is designed to capture local features from the input text, such as word patterns, character-level information, and other important cues. The CNN operates over fixed-size windows of the input and generates feature maps, which highlight the key information within the input sequences. This process is critical for extracting fundamental patterns, particularly useful when dealing with noisy text or word-level irregularities. The **Recurrent Neural Network (RNN)**, on the other hand, is responsible for learning the sequential dependencies between words, phrases, and sentences. It processes the data in a time-dependent manner, maintaining a memory of past inputs through hidden states, which helps in modeling the relationships between different words across the sequence. The **Generative Pretrained Transformer (GPT)** component works on a more global level, capturing long-range contextual relationships within the input text. By leveraging a self-attention mechanism, the GPT model allows the model to focus on different parts of the sequence simultaneously, understanding how each word relates to the rest of the text, regardless of their position. After each of these components processes the data, their outputs are concatenated into a unified representation, which is passed to the final decision layer. This decision layer generates the output prediction, which could be a classification label for detecting compliance or a similarity score for resolving ambiguities in trade names. The fusion of CNN, RNN, and GPT allows the model to leverage the strengths of each architecture, providing a comprehensive understanding of the input text.

## Optimization

The **optimization process** is a critical phase in training the model, aiming to minimize the loss function and improve the model’s ability to make accurate predictions. To begin with, after the model makes a prediction, the **loss function** measures the difference between the predicted output and the true label. For classification tasks, this is often done using **cross-entropy loss** [85], which quantifies how well the model’s predicted probabilities match the true labels. The goal of the optimization process is to adjust the model's parameters (weights) so that the loss is minimized. **Backpropagation** [86] is then employed, where the gradients of the loss with respect to each weight are calculated. This step is crucial because it informs the optimization algorithm of how much each weight contributed to the error, enabling the network to adjust accordingly. Once the gradients are computed, the model employs **gradient descent** [87] to update its weights iteratively. This involves taking small steps in the direction of the negative gradient, which helps reduce the loss over time. One of the key factors in gradient descent is the **learning rate**, which controls the size of these steps. A learning rate that is too large may cause the model to miss the optimal weights, while a rate that is too small could lead to slow or incomplete convergence. To accelerate and stabilize this process, advanced optimizers like **Adam (Adaptive Moment Estimation)** [88] or **RMSProp** [89] are often used. These optimizers adjust the learning rate for each parameter individually, making the training process more efficient and ensuring faster convergence, especially when dealing with sparse or noisy gradients.

Regularization is also a vital part of the optimization process. Without it, the model is at risk of overfitting, where it memorizes the training data rather than generalizing to new, unseen data. Regularization techniques, such as **L2 regularization (Ridge)** [90], are incorporated into the loss function. This penalty term discourages the model from learning overly large weights, which can lead to overfitting. The L2 penalty term is proportional to the sum of the squares of the weights and is added to the original loss function. Another common technique is **dropout** [91], where a random subset of neurons is deactivated during training, forcing the model to learn more robust features by preventing it from becoming overly reliant on any single neuron. **Early stopping** [92] is another regularization technique that monitors the model’s performance on the validation set. If performance starts to degrade, it halts training before the model begins to overfit to the training data. Regularization methods like these help ensure that the model generalizes well to unseen data, enhancing its performance on real-world tasks.

The final part of the optimization process involves **hyperparameter tuning** [93], where crucial settings such as the learning rate, batch size, the number of layers in the model, and the overall architecture are adjusted to maximize performance. Hyperparameters are typically set before training begins, but their optimal values often need to be found through experimentation. Methods such as **grid search** [94], which tests a wide range of hyperparameter combinations, or **random search** [95], which samples hyperparameters randomly from a predefined space, are often used to explore the most effective configurations. More advanced techniques, like **Bayesian optimization** [96], can further streamline this process by using probabilistic models to predict the best-performing hyperparameters based on previous training runs. Proper tuning of these hyperparameters is essential for achieving the best performance and ensuring the model converges to an optimal solution without unnecessary computational costs.

In summary, the combined CNN, RNN, and GPT model is trained and optimized through a series of well-coordinated steps. By integrating these different model architectures, the model is able to capture local, sequential, and contextual features, making it well-suited for tasks like **Trade Name Compliance Detection** and **Trade Name Similarity Ambiguity Detection**. The optimization process, which includes gradient descent, advanced optimizers, regularization techniques, and hyperparameter tuning, plays a crucial role in improving the model’s accuracy and generalization ability. These processes ensure that the model can learn effectively from the training data and provide accurate predictions when applied to real-world scenarios.

## Prediction

The **Trade Name Compliance Detection Model** aims to determine if a proposed trade name complies with certain regulations, rules, or predefined criteria. The prediction process involves several key steps. First, in the input preprocessing step, the proposed trade name, typically in the form of raw text, undergoes preprocessing, including tasks like tokenization, normalization (such as converting to lowercase), and handling any special characters. After this, the preprocessed text is fed into the trained model. In the feature extraction step, the trade name is passed through the model, which may involve components like a Convolutional Neural Network (CNN) to capture local features and Recurrent Neural Networks (RNNs), such as LSTMs, to understand the sequential relationships between words within the trade name. Additionally, a Generative Pretrained Transformer (GPT) might process contextual information and long-range dependencies. The combined feature representations from CNN, RNN, and GPT are then passed through a decision layer that classifies the trade name into one of the predefined classes, such as "Compliant" or "Non-Compliant" based on the learned criteria. The model computes a probability score for each class, typically using a softmax function. Finally, the output of the model is a predicted class label, such as "Compliant" (if the trade name adheres to the compliance rules) or "Non-Compliant" (if the trade name violates one or more compliance rules). If necessary, the output can include the probability of the trade name belonging to each class, offering additional insight into the confidence of the prediction.

On the other hand, the **Trade Name Similarity Ambiguity Detection Model** focuses on identifying whether a proposed trade name is similar or ambiguous when compared to existing trade names, potentially leading to confusion or legal challenges. This process also involves several steps. First, as with the compliance model, the input trade name is preprocessed, which involves tokenizing and normalizing the trade name. In addition to this, a comparison trade name (or multiple trade names) might also be provided to check for similarity. In the feature representation and comparison step, the preprocessed trade names are passed through the combined CNN, RNN, and GPT layers. These layers help generate both local feature maps (from CNN), sequential relationships (from RNN), and contextual embeddings (from GPT). To compute similarity, a cosine similarity measure or other distance metrics can be employed to compare the output embeddings of the proposed trade name with those of existing trade names in the model’s database. In the ambiguity detection step, the model evaluates how similar the proposed trade name is to known trade names using the similarity measures. If the trade name is very close to existing trade names, the model may output a label indicating ambiguity. This label could be "Ambiguous" (if the trade name is too similar to existing ones and could lead to confusion) or "Unique" (if the trade name does not have significant similarity to other trade names). Finally, the model’s output is the prediction of whether the trade name is ambiguous or unique, based on its similarity to existing trade names. The model could also output a similarity score, such as a cosine similarity value between 0 and 1, to indicate how close the proposed trade name is to the most similar trade name in the database.

# Chapter Five: Experimentation and Results

## Introduction

This chapter presents the experimental setup, implementation details, evaluation methodology, and results of the proposed **name compliance detection models** and **Trade name similarity detection models.**

**Part one of this chapter presents the experimentation and result of the Trade name compliance detection models,** whichmultiple deep learning architectures were implemented and evaluated to assess their effectiveness in automatically determining whether a trade name complies with registration rules. The experiments were conducted using word-level, character-level, combined representations, and FastText-based embeddings integrated with Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs).

Part two of this chapter presents the experimentation and results of the **trade name similarity detection model**, which is designed to identify newly proposed trade names that are identical or highly similar to already registered trade names. The similarity detection model complements the trade name compliance detection model by addressing duplication, semantic resemblance, and phonetic similarity that may lead to confusion in the registration process. Multiple text representation and embedding techniques were implemented and evaluated, including TF-IDF, FastText, BERT token embeddings, and Sentence-BERT. The performance of these models was analyzed under a unified experimental setup to assess their effectiveness in detecting similar trade names.

## The Dataset

The trade name dataset was collected from various sources those sources include tomerakato.com. Amharic sentences for the purpose of compliance detection model were collected from various sources, these sources include the Amharic Bible, Addis Zemen Gazette, The Ethiopian Reporter Newspaper, Ethiopian Federal Negarit Gazette, and from corpus collected for Amharic-English machine translation8. Those collected data were converted to structured CSV file containing two main attributes:

* **trade\_name**: textual representation of the proposed trade name
* **reason**: categorical label representing the compliance decision or rejection reason

The dataset was preprocessed by:

* Removing missing values
* Normalizing whitespace
* Converting all proposed trade names to string format

The labels were encoded using **Label Encoding** and transformed into **one-hot vectors** for multi-class classification. The dataset was split automatically during training using a **validation split of 15%**, ensuring consistent evaluation across all models.

The dataset used for the similarity detection experiment consists of **Amharic trade names**, labeled with their registration status (registered or unregistered). The registered trade names form the reference database against which newly submitted trade names are compared.

Each record in the dataset contains:

* Trade name text
* Registration status
* Binary label derived from registration status

The dataset was preprocessed by converting all trade names into string format. No aggressive text normalization was applied to preserve linguistic characteristics essential for similarity computation.

## Experimentation Environment

## Trade name compliance detection models

### Host Computer

The experiments were conducted in a cloud-based environment with GPU acceleration, enabling efficient training of deep learning models. Persistent storage was used to save trained models, tokenizers, logs, and checkpoints for reproducibility and resumption of training.

### Development Tools

We used a combination of well-established tools and libraries to support data processing, model development, and deployment. **Python** served as the core programming language for implementing the entire workflow due to its rich ecosystem and ease of integration with machine learning libraries. **TensorFlow with Keras** was used for designing, training, and evaluating deep learning models; specifically, the Keras *functional API* was adopted to enable flexible and scalable multi-input neural network architectures. **Gensim** was utilized to train **FastText** word embeddings, allowing the models to capture semantic and subword information from textual data. For preprocessing tasks such as label encoding, **Scikit-learn** was employed due to its reliability and simplicity. **NumPy** and **Pandas** were used extensively for numerical computation, data manipulation, and efficient handling of structured datasets. Finally, **Gradio** was integrated to provide an interactive interface for model inference, enabling real-time testing and demonstration of the trained models.

<https://www.python.org>

<https://www.tensorflow.org>

<https://scikit-learn.org><https://numpy.org>

<https://www.gradio.app>

### Building the Model

We investigate ten distinct deep learning models organized into five conceptual families, each designed to capture different linguistic properties of trade names. This structured grouping allows a systematic comparison of representation strategies and modeling assumptions across word-level, character-level, and hybrid approaches.

**Word-level models**, namely *cnn\_word* and *rnn\_word*, operate on tokenized sequences of words with a fixed maximum length. In these architectures, word embeddings are learned from scratch during training, allowing the models to capture semantic regularities and contextual patterns present in the dataset. Convolutional neural networks (CNNs) focus on extracting local n-gram–like features, while recurrent neural networks (RNNs) model sequential dependencies across words. However, despite their ability to encode semantic meaning, word-level models are inherently sensitive to out-of-vocabulary (OOV) issues. This limitation is particularly pronounced in trade names, which often contain invented terms, uncommon spellings, or domain-specific vocabulary not seen during training.

**Character-level models**, represented by *cnn\_char* and *rnn\_char*, address these limitations by operating directly on sequences of characters rather than words. Character sequences are explicitly constructed using a custom vocabulary that includes special tokens such as <PAD> for sequence alignment and <OOV> for unseen characters. By modeling text at the character level, these architectures become robust to spelling variations, transliteration differences, abbreviations, and creative morphological constructions. Such properties are common in trade names, making character-level representations especially effective in capturing orthographic patterns that word-level models may fail to recognize.

**Combined word and character models**, namely *cnn\_combined* and *rnn\_combined*, integrate the strengths of both representations through dual-branch architecture. One branch processes word-level inputs to learn semantic information, while the other processes character-level inputs to capture orthographic and subword patterns. The feature representations learned by these two branches are concatenated before the final classification layer. This fusion strategy enables the model to jointly reason about both meaning and surface form, thereby mitigating the weaknesses of using either word-level or character-level representations in isolation.

**FastText (Keras-style) hybrid models**, consisting of *cnn\_fasttext\_keras* and *rnn\_fasttext\_keras*, introduce higher-dimensional word embeddings inspired by FastText but implemented using standard Keras embedding layers. In this setting, embeddings are trained end-to-end during model training without explicit subword or character n-gram modeling. These models serve as a controlled baseline, allowing the experiment to isolate the impact of embedding dimensionality and neural architecture from the benefits introduced by true subword-aware embeddings.

Finally, **FastText (Gensim) hybrid models**, namely *cnn\_fasttext\_gensim* and *rnn\_fasttext\_gensim*, incorporate true FastText embeddings trained using the Gensim library. These embeddings explicitly model character n-grams and subword information, enabling the representation of rare, unseen, or morphologically complex words. The precomputed FastText vectors are supplied directly to the neural network as input embeddings. This approach is particularly well suited for trade name analysis, where texts are typically short, noisy, and dominated by rare or invented terms, and where subword composition provides critical semantic and phonetic cues.

#### Model Parameters and Training

All models were trained using the **Adam optimizer** and **categorical cross-entropy loss function**. Custom evaluation metrics were implemented to compute **precision, recall, and F1-score** during training and validation.

Training was managed using:

* **ModelCheckpoint** for saving the best model
* **EarlyStopping** to prevent overfitting
* **Custom epoch tracking** to resume interrupted training

Each model was trained for a maximum of **five epochs** with a batch size of **64**.

**Parameter Settings of the Model**

| **Parameter** | **Value** |
| --- | --- |
| Maximum word length | 25 |
| Maximum character length | 200 |
| Word embedding dimension | 100 |
| Character embedding dimension | 64 |
| CNN filters | [2, 3, 4] |
| Number of CNN filters | 128 |
| LSTM units | 128 |
| Dropout rate | 0.5 |
| Batch size | 64 |
| Epochs | 5 |
| Validation split | 15% |

For FastText (Gensim-based):

* Vector size: 300
* Window size: 5
* Skip-gram architecture
* Five training epochs

### Evaluation

### Experimental Scenario

Each model was trained independently using the same dataset and configuration parameters to ensure a fair comparison. Performance was evaluated on the validation subset generated during training. The best model for each architecture was selected based on **minimum validation loss**.

### Evaluation Metrics

The following evaluation metrics were used:

* **Accuracy**: Overall correctness of predictions
* **Precision**: Proportion of correctly predicted compliant trade names
* **Recall**: Ability to correctly identify all relevant compliance cases
* **F1-Score**: Harmonic mean of precision and recall

These metrics were computed during training and validation using custom Keras backend functions.

### Test Results

The experimental results indicate that models utilizing **character-level and FastText-based representations** achieved superior performance compared to word-only models. In particular:

* **CNN-Char** achieved high accuracy due to robustness against spelling variations
* **RNN-FastText models** demonstrated the best overall performance, benefiting from semantic embeddings and sequential modeling
* Combined word-character models consistently outperformed single-representation models

Validation accuracy exceeded **98%** for most architectures, demonstrating the effectiveness of deep learning for trade name compliance detection.

### Discussion

The results confirm that **character-level modeling is critical** for trade name analysis, as trade names often include abbreviations, unconventional spellings, and morphological variations. FastText embeddings further improved performance by capturing sub-word information, which is essential in multilingual and morphologically rich contexts.

CNN models were efficient and performed well in capturing local patterns, while RNN models demonstrated stronger contextual understanding. However, RNN-based architecture required higher computational resources.

Overall, the experiments validate that the proposed approach provides a **reliable and scalable solution** for automated trade name compliance detection and can significantly reduce manual review efforts in trade name registration systems.

## Trade name similarity detection models

### Host Computer

The experiments were conducted on a personal computer with the following specifications:

* Processor: Multi-core CPU
* Memory: Minimum of 8 GB RAM
* Storage: SSD-based storage
* Operating System: Linux / Windows environment with Python support

These specifications were sufficient to support deep learning inference using pre-trained transformer models and approximate nearest neighbor indexing.

### Development Tools

We used comprehensive set of tools and libraries integrated within a unified Python environment to ensure consistency and efficiency across development and evaluation stages. **Python** was used as the primary programming language due to its extensive support for machine learning and natural language processing tasks. **Scikit-learn** and **Gensim** were employed for traditional machine learning utilities and text representation techniques, supporting feature extraction and similarity-related preprocessing. For deep learning–based semantic modeling, **PyTorch** served as the core framework, while **Hugging Face Transformers** provided access to state-of-the-art pre-trained language models. **Sentence-Transformers** was specifically used to generate high-quality sentence embeddings suitable for semantic similarity comparison. To enable fast and scalable similarity search over high-dimensional embeddings, **Annoy** was utilized as an approximate nearest neighbor indexing library. **Jellyfish** was incorporated to support phonetic matching and string similarity measures, enhancing robustness in name and text comparison tasks. **Pandas** and **NumPy** facilitated efficient data handling, numerical computation, and dataset manipulation, while **Gradio** was used to develop an interactive user interface for testing and demonstrating the similarity detection system.

<https://pytorch.org>

<https://www.sbert.net><https://github.com/spotify/annoy>

<https://github.com/jamesturk/jellyfish>); <https://pandas.pydata.org>

<https://numpy.org>

### Building the Model

The similarity detection model was designed as a **multi-model architecture**, where different embedding techniques independently represent trade names in vector space.

The following embedding models were constructed:

1. **TF-IDF Vectorizer** for lexical similarity
2. **FastText embeddings** for word-level and sub-word similarity
3. **BERT token embeddings**, obtained by averaging contextual token vectors
4. **Sentence-BERT embeddings** for sentence-level semantic similarity

For efficient similarity search, all embeddings were indexed using the **Annoy approximate nearest neighbor algorithm**.

### Model Parameters and Training

Unlike the compliance detection model, the similarity detection model does not rely on supervised training for similarity computation. Instead, pre-trained language models and statistical representations are used to generate embeddings.

However, FastText embeddings were trained on the available trade name corpus to adapt the model to domain-specific vocabulary.

**Parameter Settings of the Model**

The main parameter settings used in the experiments are summarized below:

| **Parameter** | **Value** |
| --- | --- |
| FastText vector dimension | 50 |
| FastText window size | 3 |
| FastText epochs | 10 |
| Maximum Word2Vec sequence length | 20 |
| SBERT model | paraphrase-multilingual-MiniLM-L12-v2 |
| BERT model | bert-base-multilingual-cased |
| Similarity measure | Cosine similarity |
| Annoy trees | 10 |
| Top-k similar names | 5 |
| Similarity threshold | 85% |

### Evaluation

### Experimental Scenario

In the experimental scenario, a query trade name is submitted to the system. The system computes its vector representation using one or more embedding models and retrieves the top-k most similar trade names from the registered trade name database.

Each similarity score is compared against a predefined threshold. If at least one retrieved trade name exceeds the threshold, the proposed trade name is rejected; otherwise, it is accepted.

### Evaluation Metrics

The primary evaluation metric for similarity detection is **cosine similarity**, expressed as a percentage. This metric quantifies the angular distance between vector representations of trade names.

Additionally, qualitative evaluation was performed by analyzing the correctness of rejection and acceptance decisions across different embedding models.

### Test Result

The experimental results indicate that different models excel in different similar scenarios:

* **TF-IDF** effectively detects exact and near-exact lexical matches.
* **FastText** captures morphological and sub-word variations.
* **BERT token embeddings** improve contextual similarity detection.
* **Sentence-BERT** provides the most consistent semantic similarity performance.

When multiple models are combined, the system demonstrates improved robustness, reducing false acceptance of conflicting trade names.

### Discussion

The trade name similarity detection model successfully identifies conflicting trade names that may not be captured by rule-based or compliance-only approaches. Sentence-BERT consistently outperformed other models in detecting semantic similarity, while TF-IDF remained effective for strict lexical duplication detection.

The ensemble-based decision strategy enhances reliability by leveraging the strengths of multiple models. This approach is particularly suitable for real-world trade name registration systems where semantic variation and phonetic resemblance are common.
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